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1 Example episodes from the dataset

We show examples from the Concept IID split test set comprising the ground truth productive
concept (top), along with the support and query sets for meta learning (rendered as images) and
the alternate hypotheses which are consistent with the support set – that is, other hypotheses
which could also have generated the positive and negative examples in the support set (Figures 1
to 4).

2 Additional Dataset Details

We first provide more details of the concept space G, then explain how we obtain H, the space
of concepts for training and evaluation, provide more details of the structured splits, and finally
explain the weight w(h) based on which we sample concepts.
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All objects are purple and the x-coordinate of all objects is less than 8

(All objects are purple)
(All objects are purple)

(All objects are purple)

Other Valid Hypotheses

1) for-all x in S =(purple, color?(x))
   All objects are purple
   Log-Prob: -0.852

2) for-all x in S =(color?(x), purple)
   All objects are purple
   Log-Prob: -0.852

3) all(color?(S), purple)
   All objects are purple
   Log-Prob: -1.950

4) exists x in S and(=(metal, material?(x)), all(color?(S), purple))
   All objects are purple and there exists an object whose material is metal
   Log-Prob: -8.523

5) for-all x in S and(=(color?(x), purple), any(material?(S), metal))
   All objects are purple and there exists an object whose material is metal
   Log-Prob: -8.523

Figure 1: Qualitative Example of an Episode in CURI dataset. Best viewed zooming in, in color.

There exists an object in the scene such that the y-coordinate of all other objects is 7
and one of the other objects is red

Valid Hypotheses

1) any(locationY?(S), 7)
   There exists an object in the scene whose y-coordinate is 7
   Log-Prob: -1.621

2) exists x in S >(locationY?(x), 6)
   There exists an object in the scene whose y-coordinate is greater than 6
   Log-Prob: -1.621

3) exists x in S any(locationY?(S_{-x}), 7)
   There exists an object in the scene such that an object other than it has a y-coordinate of 7
   Log-Prob: -1.621

4) exists x in S all(locationY?(S_{-x}), 7)
   There exists an object in the scene such that all other objects have a y-coordinate of 7
   Log-Prob: -1.647

5) exists x in S =(locationY?(x), 7)
   There exists an object in the scene whose y-coordinate is 7
   Log-Prob: -2.314

Figure 2: Qualitative Example of an Episode in CURI dataset. Best viewed zooming in, in color.
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