Improving Generalization in Meta-learning via Task Augmentation: Appendix

A. Validity of Different Task Augmentation Strategies (Detailed Proof)

A.1. Proof of Corollary 1

Proof 1 (Proof of Corollary 1) We check the validity of MetaMix as a task augmentation algorithm by examining whether the two criteria in Definition 1 in Section 3 are met. First, we check the increase of mutual information between predictions of the query set and the support set.

\[
\begin{align*}
I(\hat{Y}^{\text{mix}}; (X^*, Y^*)|\theta_0, X^q) - I(\hat{Y}; (X^*, Y^*)|\theta_0, X^q) \\
= & H(\hat{Y}^{\text{mix}}|\theta_0, X^q) - H(\hat{Y}^{\text{mix}}|\theta_0, X^q, X^*, Y^*) - H(\hat{Y}|\theta_0, X^q) + H(\hat{Y}|\theta_0, X^q, X^*, Y^*) \\
= & -\mathbb{E}[-\log(p(\lambda \hat{Y}^* + (1 - \lambda) \hat{Y}|\theta_0, X^q, X^*, Y^*))] - \mathbb{E}[-\log(p(\lambda \hat{Y}^* + (1 - \lambda) \hat{Y}|\theta_0, X^{\text{mix}}, X^*, Y^*))] \\
& - (\lambda \mathbb{E}[-\log(p(\hat{Y}^*|\theta_0, X^q)) + \mathbb{E}[-\log(p(\hat{Y}|\theta_0, X^q, X^*, Y^*))]) \\
= & \mathbb{E}[-\log(p(\lambda \hat{Y}^* + (1 - \lambda) \hat{Y}|\theta_0, X^{\text{mix}}, X^*, Y^*))] - \mathbb{E}[-\log(p(\hat{Y}^*|\theta_0, X^{\text{mix}}, X^*, Y^*))] \\
& - (\lambda \mathbb{E}[-\log(p(\hat{Y}^*|\theta_0, X^q)) + \mathbb{E}[-\log(p(\hat{Y}|\theta_0, X^q, X^*, Y^*))]) \\
\geq & \mathbb{E}[-\log(p(\lambda \hat{Y}^* + (1 - \lambda) \hat{Y}|\theta_0, X^q, X^*))] - \mathbb{E}[-\log(p(\hat{Y}^*|\theta_0, X^{\text{mix}}, X^*, Y^*))] \\
& - (\lambda \mathbb{E}[-\log(p(\hat{Y}^*|\theta_0, X^q)) + \mathbb{E}[-\log(p(\hat{Y}|\theta_0, X^q, X^*, Y^*))]) \\
= & \mathbb{E}[-\log(p(\hat{Y}^*|\theta_0, X^q)) + \mathbb{E}[-\log(p(\hat{Y}|\theta_0, X^q, X^*, Y^*))] \\
& - \mathbb{E}[-\log(p(\hat{Y}^*|\theta_0, X^q)) + \mathbb{E}[-\log(p(\hat{Y}|\theta_0, X^q, X^*, Y^*))] \\
= & \mathbb{E}[-\log(p(\hat{Y}^*|\theta_0, X^q)) = \mathbb{H}(\hat{Y}^*|\theta_0, X^q) \geq 0
\end{align*}
\]

Note that the third and the sixth equality holds as the mapping \((\hat{Y}^*, \hat{Y}|X^{\text{mix}}, X^*)\) \(
\mapsto \) \((Y^{\text{mix}}|X^{\text{mix}}, X^*)\) is one-to-one after \(\lambda\) is specified. Besides, labels of the support (query) set are independent of features of the query (support) set, leading to the seventh equation. We investigate the capability of MetaMix producing additionally informative tasks in the following.

\[
\begin{align*}
I(\theta_0; X^{\text{mix}}, Y^{\text{mix}}|X^q, Y^q) \\
= & H(\theta_0|X^q, Y^q) - H(\theta_0|X^q, Y^q, X^{\text{mix}}, Y^{\text{mix}}) \\
= & -\mathbb{E}[-\log(p(\theta_0|X^q, Y^q)) - \mathbb{E}[-\log(p(\theta_0|X^q, Y^q, X^{\text{mix}}, Y^{\text{mix}})))] \\
= & \mathbb{E}[-\log(p(\theta_0|X^q, Y^q)) - \mathbb{E}[-\log\left(\frac{p(X^{\text{mix}}|Y^{\text{mix}}|X^q, Y^q, \theta_0) p(X^q, Y^q|\theta_0) p(\theta_0)}{p(X^{\text{mix}}|X^q, Y^q) p(Y^{\text{mix}}|X^q, Y^q) p(X^q, Y^q)}\right)]
\end{align*}
\]
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This indicates that MetaMix contributes a novel task as long as the support set of the task being augmented is capable of reducing the uncertainty of the initialization \( \theta_0 \), which is often the case. Again, we would also note that the sixth equation holds due to the one-to-one mapping mentioned above after \( \lambda \) is specified. The tenth equation holds because the support set is assumed to be sampled independently from the query set.

### A.2. Analysis of MetaMix enhanced with channel shuffle

We consider the support and the query set with channel shuffle to be \( X^{{s, cf}} = \varphi_{cf}(X^s) \) and \( X^{{q, cf}} = \varphi_{cf}(X^q) \), where \( \varphi_{cf} \) is the non-linear function that replaces some channels of one class with the corresponding ones of the other class (refer to Eqn. (6) for the detailed discussion). Building on this, we validate the first criterion as follows.

\[
\begin{align*}
I(\hat{Y}^{mmcf}; (X^{{s, cf}}; Y^s) | \theta_0) &= I(\hat{Y}; (X^s; Y^s)) \\
= & H(\hat{Y}^{mmcf} | \theta_0, X^{mmcf}) - H(\hat{Y}^{mmcf} | \theta_0, X^{m+cf}, X^{s, cf}, Y^s) - H(\hat{Y}^q | \theta_0, X^q) + H(\hat{Y}^q | \theta_0, X^q, X^s, Y^s) \\
= & E[\log(p(Y^{mmcf} | \theta_0, X^{mmcf}))] - E[\log(p(Y^q | \theta_0, X^{mmcf}, X^{s, cf}, Y^s))] \\
= & E[\log(p(Y^q | \theta_0, X^{s, cf}, Y^s))] + E[\log(p(Y^q | \theta_0, X^q, X^s, Y^s))] \\
\geq & E[\log(p(Y^q | \theta_0, X^{s, cf}, Y^s))] + E[\log(p(Y^q | \theta_0, X^{q, cf}, Y^s))] \\
& - E[\log(p(Y^q | \theta_0, X^q, X^s, Y^s))] \\
= & E[\log(p(Y^q | \theta_0, X^{q, cf}, X^{s, cf}, Y^s))] + E[\log(p(Y^q | \theta_0, X^{s, cf}, X^{s, cf}, Y^s))] \\
& - E[\log(p(Y^q | \theta_0, X^{q, cf}, X^{s, cf}, Y^s))] + E[\log(p(Y^q | \theta_0, X^q, X^s, Y^s))] \\
= & E[\log(p(Y^q | \theta_0, X^{q, cf}, X^{s, cf}, Y^s))] + E[\log(p(Y^q | \theta_0, X^q, X^s, Y^s))] \\
& - E[\log(p(Y^q | \theta_0, X^{q, cf}, X^{s, cf}, Y^s))] + E[\log(p(Y^q | \theta_0, X^q, X^s, Y^s))] \\
= & E[\log(p(Y^q | \theta_0, X^{q, cf}, X^{s, cf}, Y^s))] + E[\log(p(Y^q | \theta_0, X^q, X^s, Y^s))] \\
= & E[\log(p(Y^q | \theta_0, X^{q, cf}, X^{s, cf}, Y^s))] + E[\log(p(Y^q | \theta_0, X^q, X^s, Y^s))] \\
\geq & 0
\end{align*}
\]

In the next, we verify that the channel shuffle as expected produces a task that contributes more knowledge to the initialization \( \theta_0 \) compared to using MetaMix only, thereby improving meta-generalization.

\[
I(\theta_0; X^{mmcf}, Y^{mmcf} | X^q, Y^q) \geq 0
\]
A.3. Analysis of meta-augmentation

Meta-augmentation that augments a task by randomly injecting a noise to the labels of both support and query set is not an effective task augmentation method, as it fails to meet the second criterion in Definition 1. First of all, we check the validity of the first criterion.

\[
I(\hat{Y}^q + \epsilon; (X^s, Y^s) | \theta_0, X^o) - I(\hat{Y}^q; (X^s, Y^s) | \theta_0, X^o)
\]

\[
= H(\hat{Y}^q + \epsilon | \theta_0, X^o) - H(\hat{Y}^q | \theta_0, X^o) - H(\hat{Y}^q | \theta_0, X^o) + H(Y^q | \theta_0, X^o, X^s, Y^s)
\]

\[
= \mathbb{E}[- \log(p(\hat{Y}^q + \epsilon | \theta_0, X^o))] - \mathbb{E}[- \log(p(\hat{Y}^q + \epsilon | \theta_0, X^o, X^s, Y^s + \epsilon))] - \mathbb{E}[- \log(p(\hat{Y}^q | \theta_0, X^o, X^s, Y^s))]
\]

\[
+ \mathbb{E}[- \log(p(\hat{Y}^q | \theta_0, X^o, X^s, Y^s))]
\]

\[
\geq \mathbb{E}[- \log(p(\epsilon))] - \mathbb{E}[- \log(p(\epsilon | \theta_0, X^q, X^s, Y^s))] - \mathbb{E}[- \log(p(\epsilon | Y^q + \epsilon))]
\]

\[
+ \mathbb{E}[- \log(p(\hat{Y}^q | \theta_0, X^q, X^s, Y^s))]
\]

\[
= H(\epsilon) \geq 0
\]  

Note that the third equality holds following the one-to-one assumption from \((\epsilon, x, y) \mapsto (x, y')\) in (Rajendran et al., 2020) and the fact that \(\epsilon\) is independent of \(\hat{Y}^q\), and the fourth holds as \(\epsilon\) is independent of \(X^s, X^q, Y^q, \theta_0\). The first inequality is due to the theorem that conditioning reduces entropy. In the next, we prove that the algorithm of meta-augmentation fails to generate tasks with additional information.

\[
I(\theta_0; X^q, Y^q + \epsilon | X^q, Y^q)
\]

\[
= H(\theta_0 | X^q, Y^q) - H(\theta_0 | X^q, Y^q, X^q, Y^q + \epsilon)
\]

\[
= \mathbb{E}[- \log(p(\theta_0 | X^q, Y^q))] - \mathbb{E}[- \log(p(\theta_0 | X^q, Y^q, X^q, Y^q + \epsilon))]
\]

\[
= \mathbb{E}[- \log(p(\theta_0 | X^q, Y^q))] - \mathbb{E}[- \log(p(\theta_0 | X^q, Y^q, X^q, Y^q + \epsilon))]
\]

\[
= \mathbb{E}[- \log(p(\theta_0 | X^q, Y^q))] - \mathbb{E}[- \log(p(\theta_0 | X^q, Y^q))] = 0
\]
B. Additional Information for MetaMix and MMCF

B.1. Figure for the Beta Distribution

For the Beta(α, β) distribution, we illustrate both symmetric (α = β) and skewed (i.e., α ≠ β) scenarios in Figure 1.
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Figure 1. Illustration of the Beta Distribution. Here α = β and α ≠ β represent the symmetric and skewed distributions, respectively.

B.2. Pseudo-codes

Take MAML-MMCF as examples, we show the pseudo-codes for meta-training in Alg. 1, respectively. The meta-testing process of MetaMix and MMCF are same, which is described in Alg. 2.

**Algorithm 1 Meta-training Process of MAML-MMCF**

**Require:** Task distribution \( p(T) \); Learning rate \( \mu, \eta \); Beta distribution parameters \( \alpha, \beta \); MetaMix candidate layer set \( C \)

1. Randomly initialize parameter \( \theta_0 \)
2. while not converge do
3. for all \( T_i \) do
4. Sample a batch of tasks \( \{T_i\}_{i=1}^{n} \)
5. Sample support set \( D^s_i = \{(x^s_{i,j}, y^s_{i,j})\}_{j=1}^{K^s_i} \) and query set \( D^q_i = \{(x^q_{i,j}, y^q_{i,j})\}_{j=1}^{K^q_i} \) from \( T_i \)
6. Sample Channel Shuffle parameter \( R_{c,c'} \) for each pair of classes \( c \) and \( c' \)
7. Perform Channel Shuffle on the support set as (use a pair of classes as an example) via Eqn. (6) in the original paper: \( X^{s,c}_{i,c} = R_{c,c'}f_{\phi_{\theta}}(X^{s,c}_{i,c}) + (1 - R_{c,c'})f_{\phi_{\theta}}(X^{s,c'}_{i,c'}) \), \( Y^{s,c}_{i,c} = Y^{s,c'}_{i,c'} \)
8. Compute the task-specific parameter \( \phi_t \) via the inner-loop gradient descent, i.e., \( \phi_t = \theta_0 - \mu \nabla_{\theta_t} \mathcal{L}(f_{\theta_t}(X^{s,c}_{i,c}), Y^{s,c}_{i,c}) \)
9. Sample MetaMix parameter \( \lambda \sim \text{Beta}(\alpha, \beta) \)
10. Forward both support and query sets and mixed them at layer \( l \) as: \( X^{m,c}_{i,l} = \lambda f_{\phi_l}(X^{s,c}_{i,c}) + (1 - \lambda)f_{\phi_l}(X^{q,c}_{i,c}) \)
11. Continual forward \( X^{m,c}_{i,l} \) to the rest of layers and compute the loss as \( \mathcal{L}(f_{\phi_l}(X^{m,c}_{i,l}), Y^{m,c}_{i,c}) \)
12. end for
13. Update \( \theta_0 \leftarrow \theta_0 - \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}_{X \sim \text{Beta}(\alpha, \beta)} \mathbb{E}_{l \sim c} [\mathcal{L}(f_{\phi_l}(X^{m,c}_{i,l}), Y^{m,c}_{i,c})] \)
14. end while
Algorithm 2 Meta-testing Process of both MAML-MetaMix or MAML-MMCF

**Require:** Learning rate $\mu$; Optimized parameter $\theta_0$ via MMCF or MetaMix
1: Compute the task-specific parameter $\phi_t$ as $\phi_t = \theta_0 - \mu \nabla_{\theta_0} \mathcal{L}(f_{\theta_0}(X_t^i), Y_t^i)$
2: Predict $\hat{Y}_t^q$ on the query set $Z_t^q$
3: Evaluate the performance via predicted value $\hat{Y}_t^q$ and actual value $Y_t^q$

C. Detailed Proof of Generalization Analysis

**Proof 2 (Proof of Theorem 1)** We first state a standard uniform deviation bound based on Rademacher complexity (c.f. (Bartlett & Mendelson, 2002))

**Lemma 1** Let the sample $\{z_1, ..., z_N\}$ be drawn i.i.d. from a distribution $P$ over $Z$ and let $\mathcal{G}$ denote a class of functions on $Z$ with members mapping from $Z$ to $[a, b]$. Then for $\delta > 0$, we have that with probability at least $1 - \delta$ over the draw of the sample,

$$\sup_{g \sim \mathcal{G}} \|E_P g(z) - E_P g(z)\| \leq 2R(G; z_1, ..., z_n) + \sqrt{\frac{\log(1/\delta)}{n}},$$

where $R(G; z_1, ..., z_n)$ denotes the Rademacher complexity of the function class $\mathcal{G}$.

We now write $R(\{Z_i\}^{N_T}_{i=1}) = R$ as

$$R(\{Z_i\}^{N_T}_{i=1}) = R = E_{T_i \sim \rho(T)} E_{(X_i, Y_i) \sim \rho(T_i)} \mathcal{L}(f_{\phi_i}(X_i^q), Y_i^q) - E_{T_i \sim \rho(T)} E_{(X_i, Y_i) \sim T_i} [\mathcal{L}(f_{\phi_i}(X_i^q), Y_i^q)]$$

$$= E_{T_i \sim \rho(T)} E_{(X_i, Y_i) \sim \rho(T_i)} \mathcal{L}(f_{\phi_i}(X_i^q), Y_i^q) - E_{T_i \sim \rho(T)} E_{(X_i, Y_i) \sim T_i} [\mathcal{L}(f_{\phi_i}(X_i^q), Y_i^q)]$$

$$+ E_{T_i \sim \rho(T)} E_{(X_i, Y_i) \sim T_i} \mathcal{L}(f_{\phi_i}(X_i^q), Y_i^q) - E_{T_i \sim \rho(T)} E_{(X_i, Y_i) \sim T_i} [\mathcal{L}(f_{\phi_i}(X_i^q), Y_i^q)]$$

Recall that we consider the function $f_{\phi_i}(X_i) = \phi_i^T \sigma(WX_i)$ and the function class

$$\mathcal{F}_T = \{\phi^T \sigma(WX) : \phi^T \Sigma_{\sigma, T} \phi \leq \gamma\}.$$  

For each $T_i$, let us consider $f_{\phi_i}(\cdot) \in \mathcal{F}_T$. By Theorem A.1 in (Zhang et al., 2021), we have the following result for the Rademacher complexity:

$$R(\mathcal{F}_T; z_1, ..., z_n) \leq 2 \sqrt{\gamma \cdot (\text{rank}(\Sigma_{\sigma, T}) + \|\Sigma_{\sigma, T}^{1/2} \mu_{\sigma, T}\|) / K^m}$$

$$\leq 2 \sqrt{\gamma \cdot (r + \tilde{B}) / K^m}.$$  

Then the first term (i) can be bounded as below.

$$E_{T_i \sim \rho(T)} E_{(X_i, Y_i) \sim \rho(T_i)} \mathcal{L}(f_{\phi_i}(X_i^q), Y_i^q) - E_{T_i \sim \rho(T)} E_{(X_i, Y_i) \sim T_i} [\mathcal{L}(f_{\phi_i}(X_i^q), Y_i^q)]$$

$$\leq C \sqrt{\gamma \cdot (r + \tilde{B}) / K^m} + C_2 \sqrt{\log(n_T/\delta) / K^m},$$

where the additional $\log(n_T)$ term in the last inequality above is due to we take union bound on $n_T$ tasks.

Denote function $g : T \rightarrow \mathbb{R}$ such that $g_f(T) = E_{(X, Y) \sim T} (\mathcal{L}(f_{\phi}(X), Y))$. Denote

$$\mathcal{G} = \{g_f(T) : g_f(T) = E_{(X, Y) \sim T} (\mathcal{L}(f_{\phi}(X), Y)), f_{\phi} \in \mathcal{F}_T\}.$$
The second term (ii) requires computing the Rademacher complexity for the function class over distributions

\[
R(G; T_1, ..., T_{n_T}) = \mathbb{E} \sup_{g \in G} \frac{1}{n_T} \sum_{i=1}^{n_T} \sigma_i g(T_i) = \mathbb{E} \sup_{g \in G} \frac{1}{n_T} \sum_{i=1}^{n_T} \sigma_i E_{(X,Y) \sim T_i} (f_\sigma(X) - Y)^2
\]

\[
\leq \mathbb{E} \sup_{g \in G} \frac{1}{n_T} \sum_{i=1}^{n_T} \sigma_i E_{(X,Y) \sim T_i} f_\sigma(X)) | + \mathbb{E} \sup_{g \in G} \frac{1}{n_T} \sum_{i=1}^{n_T} \sigma_i E_{(X,Y) \sim T_i} Y
\]

\[
\leq \mathbb{E} \sup_{g \in G} \frac{1}{n_T} \sum_{i=1}^{n_T} \sigma_i (\Sigma^{1/2} \Sigma^{1/2} + \sqrt{\frac{1}{n_T}})
\]

\[
\leq \sqrt{\frac{\gamma \cdot B + 1}{n_T}}
\]

Then we have the following bound on (ii):

\[
\mathbb{E}_{T_i \sim \rho(T)} [\mathbb{E}_{(X_i, Y_i) \sim T_i} \mathcal{L}(f_\sigma(X_i^q), Y_i^q)] - \mathbb{E}_{T_i \sim \rho(T)}[\mathcal{L}(f_\sigma(X_i^q), Y_i^q)]
\]

\[
\leq C_3 \sqrt{\frac{\gamma \cdot (r + B)}{n_T}} + C_4 \sqrt{\log(1/\delta)}
\]

Combining the pieces, we obtain the desired result. With probability at least 1 - \delta,

\[
|R(\{Z_i\}_{i=1}^{n_T}) - R| \leq C_1 \sqrt{\frac{\gamma \cdot (r + B)}{K^m}} + C_2 \sqrt{\frac{\log(n_T/\delta)}{K^m}} + C_3 \sqrt{\frac{\gamma \cdot B + 1}{n_T}} + C_4 \sqrt{\log(1/\delta)}
\]

Besides the detailed proof, we also provide the empirical results to show the equivalence between the symmetric version of MAML-MetaMix for generalization analysis (i.e., Mixup(D^* + D^p, D^* + D^p)) and the proposed MAML-MetaMix (i.e., Mixup(D^*, D^p)). The experiments are conducted on both omniglot and miniImagenet under the non-exclusive setting. In Table 1, we report the comparison results:

<table>
<thead>
<tr>
<th>Model</th>
<th>Omniglot</th>
<th>MiniImagenet</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20-way 1-shot</td>
<td>20-way 5-shot</td>
</tr>
<tr>
<td>MAML-MetaMix (Mixup(D^*, D^p))</td>
<td>91.53 ± 0.53%</td>
<td>97.63 ± 0.15%</td>
</tr>
<tr>
<td>MAML-MetaMix (Mixup(D^* + D^p, D^* + D^p))</td>
<td>91.93 ± 0.52%</td>
<td>97.17 ± 0.16%</td>
</tr>
</tbody>
</table>

Proof 3 (Proof of Theorem 2) To prove Theorem 2, first, we would like to note that since \( \frac{1}{K^m} \sum_{j=1}^{K^m} \sigma(W_{x_{i,j}:0}) = 0 \), we have

\[
\mathbb{E}[x_{i,j:k}^{cf} | x_{i,j:k}] = \sigma(W_{x_{i,j:k}}).
\]

Recall that \( \mathcal{L}(f_\sigma(X_i), Y_i) = \frac{1}{2}(f_\sigma(X_i) - Y_i)^2 \). Then let us compute the second-order Taylor expansion on \( \mathcal{L}(x_{i,j}^{cf}) = \frac{1}{K^m} \sum_{j=1}^{K^m} \mathcal{L}(\phi_i(x_{i,j}^{cf}, y_{i,j})) \) with respect to \( (x_{i,j}^{cf}) \) around \( \mathbb{E}[x_{i,j:k}^{cf} | x_{i,j:k}] = \sigma(W_{x_{i,j:k}}) \), we have that the Taylor expansion of \( \mathbb{E}_x \mathcal{L}(x_{i,j}^{cf}) \) up to the second-order equals to

\[
\mathcal{L}(Z_i) + \frac{1}{K^m} \sum_{j=1}^{K^m} \phi_i \mathbf{Cov}(x_{i,j:k}^{cf} | Z_i) \phi_i
\]

Let us denote \( \sigma(W_{x_{i,j:k}}) \) by \( x_{i,j:k}^{cf} \).
For the quadratic term, we have that given $Z_i$

$$\text{Cov}(x_i^{(k)}) = \frac{1}{\delta^2} \text{Cov}(\text{R} \sigma(Wx_{i,j,k}) + (I - \text{R})\sigma(Wx_{i,j';1-k}))$$

$$= \frac{1}{\delta^2} \left( \text{Cov}(\text{R}x_i^{(k)}) + \text{Cov}(\text{R}x_i^{(j,k)'}(I - \text{R})x_i^{(j';1-k}) + \text{Cov}(I - \text{R})x_i^{(j';1-k)}) \right)$$

$$= \frac{1}{\delta^2} (\delta(1 - \delta) \text{diag}(x_i^{(k)})) + 0 + \delta(1 - \delta) \frac{1}{K^{m_i-k}} \sum_{j=1}^{K^{m_i-k}} x_i^{(j,1-k)x_i^{(j,1-k)}}$$

Plugging into Eq (16), we obtain

$$\mathcal{L}(Z_i) + \frac{1 - \delta}{\delta} \phi_i^T \frac{1}{K} \sum_{j=1}^{K} \text{diag}(\sigma(Wx_{i,j})^2)\phi_i + \phi_i^T \frac{1}{K} \sum_{j=1}^{K} \sum_{k=1}^{K^{m_i}} \sigma(Wx_{i,j,0})\sigma(Wx_{i,j,0}^T) + \frac{1}{K} \sum_{j=1}^{K} \sigma(Wx_{i,j,1})\sigma(Wx_{i,j,1}^T)\phi_i.$$  (18)

D. Detailed Experimental Setup

In this section, we provide more details of the experimental setups of our paper. All experiments are run on a GPU cluster and implemented by Tensorflow (Abadi et al., 2016). In the next, we discuss the setups for all the problems, including drug activity prediction, pose prediction, and image classification.

D.1. Drug Activity Prediction

For drug activity prediction, we use the publicly available dose-response activity assays from ChEMBL\(^1\) and preprocessed in (Martin et al., 2019). All 4,276 assays, as 4,276 tasks, are accessible and downloadable from this site\(^2\). In each assay, there are a few training drug compounds with biologically tested activities against the target protein in this assay, as well as several testing compounds. The split of training and testing compounds follows the realistic split in (Martin et al., 2019). All 4,276 assays, as 4,276 tasks, are accessible and downloadable from this site\(^3\). As mentioned in the experimental section in the main text, we randomly take 100 assays as meta-testing assays, and the rest of 4100 assays for meta-training. Here we report the assay IDs that belong to meta-validation and meta-testing, respectively, for all the four groups. Note that due to space limit we do not report the assay IDs for meta-training, which can be easily obtained by deducting the meta-validation and meta-testing assays from all 4276 assays.

- **Group 1**

  - **Meta-validation:** 972800, 688641, 610565, 1536390, 211079, 1625735, 1641357, 688654, 688675, 1461103, 457234, 450707, 195220, 1366808, 49308, 924, 49312, 828065, 737313, 1528100, 596645, 1641767, 1535401, 688427, 969260, 453677, 978479, 1641008, 5574385, 911154, 446257, 878513, 1640955, 902584, 1276473, 752567, 306492, 736957, 1640384, 1454018, 2755, 579907, 1527622, 761927, 89542, 809158, 978889, 556876, 478840, 688464, 1330005, 144341, 1528791, 688495, 89839, 1641201, 1528688, 752371, 688379, 932820, 539607, 835704, 566779, 688675.

  - **Meta-testing:** 752640, 792801, 737284, 954885, 152887, 1587725, 1527823, 1640977, 1577113, 1285138, 1437208, 1349151, 1592870, 93228, 465460, 954934, 84556, 1567308, 1577550, 1285709, 654928, 620647, 864364, 575603, 1280627, 688257, 1443970, 1527947, 737424, 201877, 1457820, 603293, 809158, 883875, 1641128, 1534634, 1641655, 955073, 954571, 736971, 577227, 45264, 455393, 728290, 688357, 1301747, 105205, 865015, 665348, 820998, 759559, 1301769, 609034, 80649, 1641240, 965916, 34078, 1470241, 1348900, 333106, 1527607, 954703, 1641298, 1641300, 727385, 504989, 981861, 212325.

\(^1\)https://www.ebi.ac.uk/chembl
\(^2\)https://pubs.acs.org/doi/10.1021/acs.jcim.9b00375#i21
\(^3\)http://rdkit.org/
The base model of drug activity prediction is a two-layer Multilayer Perceptron (MLP) neural network with 500 neurons in each layer. Each fully connected layer is followed by a batch normalization layer and leaky ReLU activation (negative slope).
slope is 0.01). In Beta(α, α), we set α = 0.5. We set the candidate layer C as layer 1 and layer 2. During meta-training, the task batch size, the outer-loop learning rate, the inner-loop learning rate are set to 8, 0.001, and 0.01, respectively. The meta-training process altogether runs for 50 epochs, each of which includes 500 iterations. In either meta-training or meta-testing, the number of inner-loop adaptation steps equals to 5.

D.2. Pose Prediction

In the pose prediction problem, we follow (Yin et al., 2020) to preprocess the pose tasks\(^4\). The meta-training and meta-testing include 50 and 15 categories, respectively, where each category contains 100 gray images in the size of 128 × 128.

In pose prediction, following (Yin et al., 2020), the base model is comprised of a fixed encoder with three convolutional blocks and an adapted decoder with four convolutional blocks. Each convolutional block is composed of a convolutional layer, a batch normalization layer and a ReLU activation layer. During the inner-loop optimization, we fix the encoder and only update the parameters in the decoder (i.e., the encoder layers are only meta-updated in the outer-loop optimization). For the hyperparameters in pose prediction, both inner-loop and outer-loop learning rates are set as 0.01. In addition, we set the hyperparameter α in the Beta distribution as 0.5 and the number of adaptation steps in the inner-loop optimization as 5. The candidate set \(C\) for mixup is set to include the input layer (layer 0) as well as all hidden layers (i.e., layer 1, layer 2, and layer 3). All hyperparameters are selected according to the performance on the meta-validation set (10 categories), which are randomly selected from the meta-training categories.

D.3. Image Classification

In image classification, the image sizes of Omniglot, MiniImagenet, Multi-dataset are set to be 28 × 28 × 1, 84 × 84 × 3 and 84 × 84 × 3, respectively. Under the non-mutually exclusive setting, taking 5-way miniImagenet as an example, 64 meta-training classes are split to 5 sets, where 4 sets have 13 classes and the rest one has 12 classes. For each set, a fixed class label is assigned to each class within this set, which remains unchanged across different tasks. During meta-training, we randomly select one class from each set and take all the five selected classes to construct a task, which ensures that each class consistently has one label across tasks. In our experiments, we list the classes within each set as follows.

- **Set 1**: n07584110, n04243546, n03888605, n03017168, n04251144, n02108551, n02795169, n03400231, n03476684, n04435653, n02120079, n01910747, n03062245
- **Set 2**: n03347037, n04509417, n03854065, n02108089, n04067472, n04596742, n01558993, n04612504, n02966193, n07697537, n01843383, n03838899, n02113712
- **Set 3**: n04604644, n02105505, n02108915, n03924679, n01704323, n09246464, n04389033, n03337140, n04612504, n02966193, n04258138, n02747177, n13054560, n04443257
- **Set 4**: n13133613, n01770081, n02606052, n02687172, n02101006, n03676483, n04296562, n02165456, n04515003, n01749939, n02111277, n02823428, n01532829
- **Set 5**: n02091831, n07747607, n03998194, n02089867, n02074367, n02457408, n04275548, n03220513, n03527444, n03908618, n03207743, n03047690

A similar process is applied to Omniglot, where 1200 meta-training classes are randomly split into 20 sets with 60 classes in each set. In Multi-dataset, each sub-dataset is split into 5 sets. In the subdatasets Bird, Aircraft and Fungi, we have 4 sets each of which includes 13 classes while the rest one includes 12. In the subdataset Texture, however, each set contains 6 classes.

For all datasets, we utilize the classical convolutional neural network with 4 convolutional blocks as the base model (Finn et al., 2017; Snell et al., 2017). It is worth to mention that (Yin et al., 2020) adopts a deeper network as the base model under the non-mutually exclusive setting. The deeper network includes 3 convolutional layers with a fully connected layer as the encoder and 3 convolutional decoder layers, where the encoder is fixed during inner-loop optimization. In our practice, the shallower network achieves better performance in all meta-learning algorithms, as a result of more serious overfitting issues caused by the deeper network. In Table 2, we illustrate the comparison of pre inner-update accuracy and meta-testing post...\(^5\)

\(^4\)code link: https://github.com/google-research/google-research/tree/master/meta_learning_without_memorization/pose_data
inner-update accuracy during meta-training under the Omniglot 20-way, 1-shot setting, where MAML, MR-MAML are included as baselines. The results indicate that the deeper structure is easier to memorize all data samples via the learned initialization; therefore, we adopt the shallow network (i.e., standard 4-block convolutional layers) in this experiment.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Meta-training Pre-update</th>
<th>Meta-testing Post-update</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Shallow</td>
<td>Deep</td>
</tr>
<tr>
<td>MAML</td>
<td>14.38 ± 0.40%</td>
<td>98.59 ± 0.05%</td>
</tr>
<tr>
<td>MR-MAML</td>
<td>5.63 ± 0.36%</td>
<td>5.12 ± 0.34%</td>
</tr>
</tbody>
</table>

For hyperparameter settings, in both MiniImagenet and Multi-dataset, the inner-loop learning rate $\mu$ and the outer-loop learning rate $\eta$ are set as 0.01, 0.001, respectively. In Omniglot, $\mu$ and $\eta$ are set as 0.1, 0.005, respectively. The hyperparameter $\alpha$ of the Beta distribution $\text{Beta}(\alpha, \alpha)$ is set as 2.0 for all datasets. Besides, the candidate layer set $C$ for both MiniImagenet and Multi-dataset is set as layer (0, 1, 2, 3). In Omniglot, the candidate set $C$ is set as layer (1, 2, 3). All hyperparameters are determined by the performance on the meta-validation set.

### E. Additional Results for Drug Activity Prediction

#### E.1. Hyperparameter Analysis on Drug Activity Prediction

#### E.1.1. Analysis of the Candidate Layer Set $C$

We further analyze the effect of different candidate layer sets $C$ on drug activity prediction. The results are reported in Table 3. Compared with $C = 2$, $C = 1$ leads to higher performances, suggesting that mixing low-level representations with the resulting compactness contributes more to the overall improvement. Furthermore, mixing all layers (i.e., $C = (1, 2)$) achieves the best performance, indicating the necessity of jointly mixing the representations in all levels.

<table>
<thead>
<tr>
<th>Mixed layers $C$</th>
<th>Group 1 Mean</th>
<th>Group 1 Med.</th>
<th>$&gt;0.3$</th>
<th>Group 2 Mean</th>
<th>Group 2 Med.</th>
<th>$&gt;0.3$</th>
<th>Group 3 Mean</th>
<th>Group 3 Med.</th>
<th>$&gt;0.3$</th>
<th>Group 4 Mean</th>
<th>Group 4 Med.</th>
<th>$&gt;0.3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>0.412</td>
<td>0.362</td>
<td>59</td>
<td>0.326</td>
<td>0.302</td>
<td>50</td>
<td>0.355</td>
<td>0.318</td>
<td>51</td>
<td>0.390</td>
<td>0.349</td>
<td>56</td>
</tr>
<tr>
<td>(2)</td>
<td>0.405</td>
<td>0.324</td>
<td>51</td>
<td>0.324</td>
<td>0.256</td>
<td>44</td>
<td>0.354</td>
<td>0.304</td>
<td>50</td>
<td>0.387</td>
<td>0.353</td>
<td>57</td>
</tr>
<tr>
<td>(1,2)</td>
<td>0.413</td>
<td>0.393</td>
<td>59</td>
<td>0.337</td>
<td>0.301</td>
<td>51</td>
<td>0.381</td>
<td>0.362</td>
<td>55</td>
<td>0.380</td>
<td>0.348</td>
<td>55</td>
</tr>
</tbody>
</table>

#### E.1.2. Analysis of the Mixup Ratio

In MetaMix, the mixup ratio for the support and the query sets are controlled by the parameter $\lambda$, which is sampled from the Beta distribution $\text{Beta}(\alpha, \alpha)$. Here, we analyze the performance w.r.t. the change of mixup ratio. Specifically, we conduct two experiments: (1) we analyze the performance concerning the change of hyperparameter $\alpha$; (2) we fix the mixup ratio $\lambda$ without being sampled from the Beta distribution. The results for the experiments (1) and (2) are shown in Figure 2 and Figure 3, respectively. In the analysis of $\alpha$, though the overall performance is slightly better when $\alpha = 0.5$, our MetaMix strategy is still robust and not very sensitive to the shape of Beta distribution (i.e., different $\alpha$). The conclusion is further strengthened by the analysis of fixed $\lambda$ in Figure 3, where the performance remains relative stable between $\lambda \in [0.4, 0.75]$.

### F. Additional Results for Pose Prediction

#### F.1. Effect of Mixup Strategies on Pose Prediction

In pose prediction, the performance w.r.t. different mixup strategies are reported in Table 4. The superiority of MetaMix over the other strategies further corroborates our analysis that MetaMix is capable of improving the meta-generalization by enhancing the dependence on the support set in the outer-loop optimization.

<table>
<thead>
<tr>
<th>Mixed layers $C$</th>
<th>Group 1 Mean</th>
<th>Group 1 Med.</th>
<th>$&gt;0.3$</th>
<th>Group 2 Mean</th>
<th>Group 2 Med.</th>
<th>$&gt;0.3$</th>
<th>Group 3 Mean</th>
<th>Group 3 Med.</th>
<th>$&gt;0.3$</th>
<th>Group 4 Mean</th>
<th>Group 4 Med.</th>
<th>$&gt;0.3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1,2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Figure 2. Performance on drug activity prediction w.r.t. the change of $\alpha$ in $\text{Beta}(\alpha, \alpha)$. The three subfigures (a), (b), (c) represent the results under different evaluation metrics.

Figure 3. Performance w.r.t. the fixed $\lambda$ in MetaMix (i.e., $\lambda f_{\phi_l}(X^s_i) + (1-\lambda)f_{\phi_l}(X^q_i)$). The three subfigures (a), (b), (c) show the performance under different evaluation metrics (i.e., mean $R^2$, median $R^2$, the number of assays with $R^2 > 0.3$).

F.2. Hyperparameter Analysis on Pose Prediction

F.2.1. Analysis of the Candidate Layer Set $C$

Table 5 reports the performance w.r.t. the change of the mixup layer set $C$. Though including the input layer, i.e., layer 0, slightly hurts the performance in some cases, MetaMix still achieves relatively stable improvements with different mixup layer sets $C$. Besides, mixing more layers in general enjoys better performance.

F.2.2. Analysis of the Mixup Ratio

In pose prediction, we analyze the effect of the mixup ratio by investigating the performance w.r.t. the changes of two key parameters: (1) $\alpha$ in $\text{Beta}(\alpha, \alpha)$; (2) the mixup ratio $\lambda$ in $X^m_{i,t} = \lambda f_{\phi_l}(X^s_i) + (1-\lambda)f_{\phi_l}(X^q_i)$. We show the results of $\alpha$ and $\lambda$ in Figure 4a and Figure 4b, respectively. The stability of performance w.r.t. $\alpha$ and $\lambda$ in the analysis of $\lambda$ indicates the robustness of MetaMix under different Beta distribution shapes. In addition, the preference of $\alpha=0.5$ may result from that the regression problem is not linear and the value after mix-up should not deviate too much.

Figure 4. Performance w.r.t. (a) $\alpha$ in $\text{Beta}(\alpha, \alpha)$, and (b): the fixed mixup ratio $\lambda$ under 15-shot pose prediction.
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Table 4. Performance (MSE) of pose prediction w.r.t. different mixup strategies. All data augmentation strategies are applied on MAML.

<table>
<thead>
<tr>
<th>Setting</th>
<th>$D^0$</th>
<th>Mixup($D^0$, $D^*$)</th>
<th>Mixup($D^0$, $D^0$)</th>
<th>$D^{cob}$</th>
<th>MetaMix</th>
</tr>
</thead>
<tbody>
<tr>
<td>10-shot</td>
<td>3.098 ± 0.242</td>
<td>4.937 ± 0.210</td>
<td>2.881 ± 0.194</td>
<td>3.112 ± 0.165</td>
<td>2.438 ± 0.196</td>
</tr>
<tr>
<td>15-shot</td>
<td>2.413 ± 0.177</td>
<td>2.701 ± 0.168</td>
<td>2.175 ± 0.153</td>
<td>2.397 ± 0.173</td>
<td>2.003 ± 0.147</td>
</tr>
</tbody>
</table>

Table 5. Performance (Accuracy) w.r.t. MAML-MetaMix candidate layer set $C$ under Pose 15-shot setting.

| $|C| = 1$ | Performance | $|C| = 2$ | Performance | $|C| = 3$ | Performance | $|C| = 4$ | Performance |
|--------|------------|--------|------------|--------|------------|--------|------------|
| (0)    | 2.117 ± 0.152 | (0,1)  | 2.136 ± 0.165 | (0,1,2) | 2.032 ± 0.135 | (0,1,2,3) | 2.003 ± 0.147 |
| (1)    | 2.120 ± 0.150 | (0,2)  | 2.080 ± 0.156 | (0,1,3) | 2.090 ± 0.164 | -        | -          |
| (2)    | 2.127 ± 0.165 | (0,3)  | 2.053 ± 0.171 | (0,2,3) | 2.047 ± 0.149 | -        | -          |
| (3)    | 2.093 ± 0.154 | (1,2)  | 2.112 ± 0.173 | (1,2,3) | 2.109 ± 0.162 | -        | -          |
| -      | -          | (1,3)  | 2.094 ± 0.153 | -        | -          | -        | -          |
| -      | -          | (2,3)  | 2.134 ± 0.167 | -        | -          | -        | -          |

G. Additional Results for Image Classification

G.1. Additional Results on Multi-dataset

In Table 6, we report the results (accuracy with 95% confidence interval) on Multi-datasets.

Table 6. Accuracy with 95% confidence interval on Multi-dataset.

<table>
<thead>
<tr>
<th>Setting</th>
<th>Model</th>
<th>Bird</th>
<th>Texture</th>
<th>Aircraft</th>
<th>Fungi</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-way</td>
<td>MMAML</td>
<td>40.03 ± 1.87%</td>
<td>25.43 ± 1.61%</td>
<td>29.33 ± 1.69%</td>
<td>31.13 ± 1.63%</td>
</tr>
<tr>
<td>1-shot</td>
<td>HSML</td>
<td>40.49 ± 1.78%</td>
<td>26.40 ± 1.66%</td>
<td>31.67 ± 1.68%</td>
<td>30.43 ± 1.66%</td>
</tr>
<tr>
<td></td>
<td>ARML</td>
<td>40.83 ± 1.81%</td>
<td>27.03 ± 1.63%</td>
<td>30.17 ± 1.67%</td>
<td>30.66 ± 1.61%</td>
</tr>
<tr>
<td>5-way</td>
<td>MMAML-MMCF</td>
<td>51.31 ± 1.84%</td>
<td>29.62 ± 1.76%</td>
<td>35.41 ± 1.75%</td>
<td>37.67 ± 1.80%</td>
</tr>
<tr>
<td>1-shot</td>
<td>HSML-MMCF</td>
<td>51.78 ± 1.89%</td>
<td>29.51 ± 1.80%</td>
<td>34.97 ± 1.74%</td>
<td>38.20 ± 1.84%</td>
</tr>
<tr>
<td></td>
<td>ARML-MMCF</td>
<td>53.17 ± 1.86%</td>
<td>30.08 ± 1.76%</td>
<td>35.04 ± 1.78%</td>
<td>38.70 ± 1.83%</td>
</tr>
<tr>
<td>5-way</td>
<td>MMAML</td>
<td>61.64 ± 0.96%</td>
<td>34.76 ± 0.80%</td>
<td>51.89 ± 0.93%</td>
<td>44.48 ± 0.96%</td>
</tr>
<tr>
<td>5-shot</td>
<td>HSML</td>
<td>61.07 ± 1.04%</td>
<td>35.48 ± 0.83%</td>
<td>48.07 ± 0.91%</td>
<td>43.42 ± 0.94%</td>
</tr>
<tr>
<td></td>
<td>ARML</td>
<td>64.31 ± 0.99%</td>
<td>36.11 ± 0.83%</td>
<td>50.76 ± 0.97%</td>
<td>46.11 ± 0.95%</td>
</tr>
<tr>
<td>5-way</td>
<td>MMAML-MMCF</td>
<td>72.04 ± 0.93%</td>
<td>40.14 ± 0.85%</td>
<td>64.59 ± 0.90%</td>
<td>51.11 ± 1.00%</td>
</tr>
<tr>
<td></td>
<td>HSML-MMCF</td>
<td>72.53 ± 0.92%</td>
<td>40.39 ± 0.83%</td>
<td>64.31 ± 0.92%</td>
<td>51.04 ± 1.04%</td>
</tr>
<tr>
<td></td>
<td>ARML-MMCF</td>
<td>73.30 ± 0.90%</td>
<td>40.88 ± 0.83%</td>
<td>65.18 ± 0.89%</td>
<td>51.56 ± 1.03%</td>
</tr>
</tbody>
</table>

G.2. Results under Mutually-exclusive Setting

In Table 7, we report the results under the standard mutually-exclusive setting on MiniImagenet. Under the mutually-exclusive setting, the mechanism of label shuffling is introduced to construct meta-training tasks, which significantly alleviates the meta-overfitting issue. However, applying the proposed MetaMix and Channel Shuffle on this setting still achieves comparable and even better performance than original MAML, which further demonstrates the effectiveness of our data augmentation strategies to improve meta-generalization.

G.3. Hyperparameter Analysis

G.3.1. Analysis of the Candidate Layer Set $C$

In Table 8, we analyze the effect of the candidate layer set $C$ and report the performance of MAML-MMCF under the 5-shot MiniImagenet scenario. Similar to the findings in drug activity prediction, in all scenarios, incorporating MMCF into MAML improves the performance, indicating the robustness of MMCF with different candidate layer sets. Besides, we observe that involving all layers achieves the best performance.
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Table 7. Performance (Accuracy) of MiniImagenet under the mutually-exclusive setting.

<table>
<thead>
<tr>
<th>Model</th>
<th>MiniImagenet 5-way 1-shot</th>
<th>MiniImagenet 5-way 5-shot</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAML</td>
<td>48.70 ± 1.84%</td>
<td>63.11 ± 0.92%</td>
</tr>
<tr>
<td>MAML-Channel Shuffle</td>
<td>50.08 ± 1.86%</td>
<td>64.70 ± 0.95%</td>
</tr>
<tr>
<td>MAML-MetaMix</td>
<td>50.02 ± 1.83%</td>
<td>64.13 ± 0.95%</td>
</tr>
<tr>
<td>MAML-MMCF</td>
<td>50.35 ± 1.82%</td>
<td>64.91 ± 0.96%</td>
</tr>
</tbody>
</table>

Table 8. Performance (Accuracy) w.r.t. the selected layer set C under the MiniImagenet 5-shot scenario.

<table>
<thead>
<tr>
<th></th>
<th>C</th>
<th>Performance</th>
<th></th>
<th>C</th>
<th>Performance</th>
<th></th>
<th>C</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>1</td>
<td>57.74 ± 0.95%</td>
<td>(2)</td>
<td>57.31 ± 0.96%</td>
<td>(3)</td>
<td>57.19 ± 0.98%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(b)</td>
<td>1</td>
<td>57.88 ± 0.94%</td>
<td>(2)</td>
<td>56.91 ± 0.97%</td>
<td>(3)</td>
<td>58.19 ± 0.95%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(c)</td>
<td>1</td>
<td>57.88 ± 0.94%</td>
<td>(2)</td>
<td>56.91 ± 0.97%</td>
<td>(3)</td>
<td>58.19 ± 0.95%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(d)</td>
<td>1</td>
<td>58.96 ± 0.95%</td>
<td>(2)</td>
<td>-</td>
<td>(3)</td>
<td>-</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

G.3.2. Analysis of the Mixup Ratio and the Skewed Beta Distribution

Under the Omniglot and MiniImagenet 5-shot setting, we further investigate the effect of key hyperparameters for MetaMix (i.e., $\alpha$ and $\lambda$). The results of MAML-MetaMix on MiniImagenet and Omniglot are shown in Figure 5. Similar to the previous analyses on drug activity prediction and pose prediction, the stability of performance w.r.t. $\alpha$ and the stable region in $\lambda$ analysis demonstrates the robustness of MetaMix. The conclusion is further supported by the analysis of skewed Beta distribution (i.e., $\alpha \neq \beta$), whose results under the MiniImagenet 5-shot setting are reported in Table 9.

![Figure 5. Performance w.r.t. (a)(c) $\alpha$ in Beta($\alpha$, $\alpha$) distribution; (b)(d) mixup ratio $\lambda$. (a)(b) show the results under the Omniglot 20-way, 5-shot setting; (c)(d) illustrate the performance under the MiniImagenet 5-way, 5-shot scenario.](image)

Table 9. Effect of skewed Beta distribution (i.e., $\lambda \sim$ Beta($\alpha$, $\beta$) and $\alpha \neq \beta$) under the MiniImagenet 5-shot setting.

<table>
<thead>
<tr>
<th>Settings</th>
<th>$\alpha = 0.5$</th>
<th>$\alpha = 1.0$</th>
<th>$\alpha = 2.0$</th>
<th>no MetaMix</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta = 0.5$</td>
<td>55.35 ± 0.96%</td>
<td>53.82 ± 0.99%</td>
<td>53.05 ± 0.93%</td>
<td></td>
</tr>
<tr>
<td>$\beta = 1.0$</td>
<td>53.38 ± 0.94%</td>
<td>56.12 ± 1.02%</td>
<td>54.91 ± 1.01%</td>
<td>51.95 ± 0.97%</td>
</tr>
<tr>
<td>$\beta = 2.0$</td>
<td>50.01 ± 0.96%</td>
<td>53.69 ± 0.96%</td>
<td>57.55 ± 0.97%</td>
<td></td>
</tr>
</tbody>
</table>

References


