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Abstract

This paper considers online convex optimization with long term constraints, where constraints can be violated in intermediate rounds, but need to be satisfied in the long run. The cumulative constraint violation is used as the metric to measure constraint violations, which excludes the situation that strictly feasible constraints can compensate the effects of violated constraints. A novel algorithm is first proposed and it achieves an $O(T^{\max}(c,1-c))$ bound for static regret and an $O(T^{(1-c)/2})$ bound for cumulative constraint violation, where $c \in (0,1)$ is a user-defined trade-off parameter, and thus has improved performance compared with existing results. Both static regret and cumulative constraint violation bounds are reduced to $O(\log(T))$ when the loss functions are strongly convex, which also improves existing results. In order to achieve the optimal regret with respect to any comparator sequence, another algorithm is then proposed and it achieves the optimal $O(\sqrt{T(1+P_T^2)})$ regret and an $O(\sqrt{T})$ cumulative constraint violation, where $P_T$ is the path-length of the comparator sequence. Finally, numerical simulations are provided to illustrate the effectiveness of the theoretical results.

1. Introduction

Online convex optimization is a promising learning framework for modeling sequential tasks and has important applications in online binary classification (Crammer et al., 2006), online display advertising (Goldfarb & Tucker, 2011), etc. It has been studied since the 1990’s (Cesa-Bianchi et al., 1996; Gentile & Warmuth, 1999; Gordon, 1999; Zinkevich, 2003; Hazan et al., 2007; Agarwal et al., 2010; Shalev-Shwartz, 2012; Jadbabaie et al., 2015; Hazan, 2016; Zhang et al., 2018b; 2020; Zhang, 2020). Online convex optimization can be understood as a repeated game between a learner and an adversary (Shalev-Shwartz, 2012). At round $t$ of the game, the learner selects a point $x_t$ from a known closed convex set $\mathcal{X} \subseteq \mathbb{R}^p$, and the adversary chooses a convex loss function $f_t : \mathcal{X} \rightarrow \mathbb{R}$. After that, the loss function $f_t$ is revealed to the learner who suffers a loss $f_t(x_t)$. Note that at each round the loss function can be arbitrarily chosen by the adversary, especially with no probabilistic model imposed on the choices. This is the key difference between online and stochastic convex optimization. The goal of the learner is to choose a sequence $x_{[T]} = (x_1, \ldots, x_T)$ such that her regret

$$\text{Reg}(x_{[T]}, y_{[T]}) := \sum_{t=1}^{T} f_t(x_t) - \sum_{t=1}^{T} f_t(y_t)$$

is minimized, where $T$ is the total number of rounds and $y_{[T]} = (y_1, \ldots, y_T)$ is a comparator sequence. In the literature, there are two commonly used comparator sequences. One is the optimal dynamic decision sequence $y_{[T]} = x_{[T]}^{\ast} = (x_1^{\ast}, \ldots, x_T^{\ast})$ solving the following constrained convex optimization problem when the sequence of loss functions is known a priori:

$$\min_{x_{[T]} \in \mathcal{X}^T} \sum_{t=1}^{T} f_t(x_t).$$

In this case, $\text{Reg}(x_{[T]}, x_{[T]}^{\ast})$ is called the dynamic regret. The other comparator sequence is the optimal static decision sequence $y_{[T]} = x_{[T]}^{\ast} = (x_T^{\ast}, \ldots, x_T^{\ast})$, where $x_T^{\ast}$ is the optimal static decision solving

$$\min_{x \in \mathcal{X}} \sum_{t=1}^{T} f_t(x).$$

In this case, $\text{Reg}(x_{[T]}, x_{[T]}^{\ast})$ is called the static regret. In online convex optimization, we are usually interested in finding an upper bound on the worst case regret of an algorithm.
Intuitively, an algorithm performs well if its static regret is sublinear as a function of $T$, since this implies that on the average the algorithm performs as well as the best fixed strategy in hindsight as $T$ goes to infinity (Shalev-Shwartz, 2012; Hazan, 2016).

It is known that the simple and popular projection-based online gradient descent algorithm

$$x_{t+1} = P_{\mathcal{X}}(x_t - \alpha \nabla f_t(x_t)), \quad (2)$$

where $P_{\mathcal{X}}(\cdot)$ is the projection onto the closed convex set $\mathcal{X}$ and $\alpha > 0$ is the stepsize, achieves an $O(\sqrt{T})$ static regret bound for loss functions with bounded subgradients (Zinkevich, 2003), i.e.,

$$\text{Reg}(x_T; x^*_T) = O(\sqrt{T}).$$

It was later shown that $O(\sqrt{T})$ is a tight bound up to constant factors (Hazan et al., 2007). The static regret bound can be reduced under more stringent strong convexity conditions on the loss functions (Hazan et al., 2007; Shalev-Shwartz, 2012; Hazan, 2016). When the feasible region is bounded, it was also shown in Zinkevich (2003) that the algorithm (2) achieves the following regret bound

$$\text{Reg}(x_T; y_T) = O(\sqrt{T}(1 + P_T)),$$

where

$$P_T = \sum_{t=1}^{T-1} \|y_{t+1} - y_t\|$$

is the path-length of the comparator sequence $y_T$. By running the projection-based online gradient descent algorithm (2) $O(\log(T))$ times in parallel with different stepsizes and choosing the smallest regret through an expert-tracking algorithm, the optimal regret bound

$$\text{Reg}(x_T; y_T) = O(\sqrt{T}(1 + P_T))$$

was achieved in Zhang et al. (2018a). The curvature of loss functions, such as strong convexity and smoothness, can be used to reduce the regret bound (Mokhtari et al., 2016; Zhang et al., 2017; 2019; Zhao et al., 2020; Zhao & Zhang, 2020).

Despite the simplicity of the algorithm (2), its computational cost is crucial for its applicability. The projection $P_{\mathcal{X}}(\cdot)$ is easy to compute and even has a closed form solution when $\mathcal{X}$ is a simple set, e.g., a box or a ball. However, in practice, the constraint set $\mathcal{X}$ is often complex. For example, if $\mathcal{X}$ is characterized by inequalities as $\mathcal{X} = \{x : g(x) \leq 0, x \in \mathbb{R}^p\}$, where $\mathbb{R}^p$ is a closed convex set and $g(x) = (g_1(x), \ldots, g_m(x))^T$ with each $g_i : \mathbb{R}^p \to \mathbb{R}$ being a convex function, then the projection $P_{\mathcal{X}}(\cdot)$ yields a heavy computational burden. To tackle this challenge, online convex optimization with long term constraints was considered in Mahdavi et al. (2012). In this case, instead of requiring $g(x_t) \leq 0_m$ at each round, the constraint should only be satisfied in the long run. More specifically, the constraint violation

$$\left\| \sum_{t=1}^{T} g(x_t) \right\|_1$$

should grow sublinearly, where $[\cdot]_+$ is the projection onto the nonnegative space. In other words, the learner is allowed sometimes to make decisions that do not belong to the set $\mathcal{X}$, but the overall sequence of chosen decisions must obey the constraint at the end by a vanishing convergence rate. This problem is normally solved by online primal–dual algorithms (Mahdavi et al., 2012; Jenatton et al., 2016; Yuan & Lamperski, 2018; Yu & Neely, 2020). The problem can be extended to the case where the constraint functions are time-varying and revealed to the learner after her decision is chosen (Sun et al., 2017; Chen et al., 2017; Neely & Yu, 2017; Yu et al., 2017). The problem can also be extended to distributed settings (Li et al., 2020; Yi et al., 2020a;b; 2021; Yuan et al., 2021a;b).

The constraint violation metric defined in (3) allows inequality constraint violations at many rounds as long as they are compensated by a strictly feasible constraint that has a large margin, since it takes the summation over rounds before compensating by a strictly feasible constraint that has a large margin, since it takes the summation over rounds before compensating for constraint violations at many rounds as long as they are compensated. This motivates researchers to consider stricter forms of constraint violation metric. In Yuan & Lamperski (2018), the cumulative constraint violation

$$\left\| \sum_{t=1}^{T} g(x_t) \right\|_+$$

and the cumulative squared constraint violation

$$\sum_{t=1}^{T} \left\| [g(x_t)]_+ \right\|^2$$

are considered. Both forms of metric (4) and (5) take into account all constraints that are not satisfied, thus both are stricter than the constraint violation metric defined in (3). In this paper, we consider a variant of cumulative constraint violation

$$\sum_{t=1}^{T} \left\| [g(x_t)]_+ \right\|,$$

which is equivalent to metric (4) due to

$$\left\| \sum_{t=1}^{T} g(x_t) \right\| \leq \sum_{t=1}^{T} \left\| [g(x_t)]_+ \right\| \leq \sum_{t=1}^{T} \left\| g(x_t) \right\|_1$$
Table 1: Comparison of this paper to related works on online convex optimization with long term constraints.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Loss functions</th>
<th>Static regret</th>
<th>Regret</th>
<th>Constraint violation</th>
<th>Cumulative constraint violation</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Mahdavi et al., 2012)</td>
<td>Convex</td>
<td>$O(\sqrt{T})$</td>
<td>Not given</td>
<td>$O(T^{3/4})$</td>
<td>Not given</td>
</tr>
<tr>
<td>(Jenatton et al., 2016)</td>
<td>Convex</td>
<td>$O(T^{\max{c,1-c}})$</td>
<td>Not given</td>
<td>$O(T^{1-c/2})$</td>
<td>Not given</td>
</tr>
<tr>
<td>Yuan &amp; Lamperski (2018)</td>
<td>Convex</td>
<td>$O(T^{\max{c,1-c}})$</td>
<td>Not given</td>
<td>$O(T^{1-c/2})$</td>
<td></td>
</tr>
<tr>
<td>Yuan &amp; Neely (2020)</td>
<td>Convex</td>
<td>$O(\sqrt{T})$</td>
<td>Not given</td>
<td>$O(T^{1/4})$</td>
<td></td>
</tr>
<tr>
<td>Algorithm 1</td>
<td>Convex</td>
<td>$O(\sqrt{T})$</td>
<td>$O(\sqrt{T}(1+P_T))$</td>
<td>$O(T^{1-c/2})$</td>
<td></td>
</tr>
<tr>
<td>Algorithm 2</td>
<td>Convex</td>
<td>$O(\sqrt{T})$</td>
<td>Not given</td>
<td>$O(\log(T))$</td>
<td>$O(\sqrt{T})$</td>
</tr>
</tbody>
</table>

$$\sum_{t=1}^{T} \left\| g(x_t) + \right\| \leq \sqrt{m} \sum_{t=1}^{T} \left\| g(x_t) \right\|.$$  

Moreover, it is straightforward to see that the cumulative constraint violation (6) is stricter than the cumulative squared constraint violation (5) when the constraint functions are bounded.

**Contributions:** This paper first proposes a novel algorithm (Algorithm 1) for the problem of online convex optimization with long term constraints. This algorithm achieves an $O(T^{\max\{c,1-c\}})$ static regret bound and an $O(T^{(1-c)/2})$ cumulative constraint violation bound, where $c \in (0, 1)$ is a user-defined trade-off parameter, and hence yields improved performance compared with the results in Mahdavi et al. (2012); Jenatton et al. (2016); Yuan & Lamperski (2018); Yu & Neely (2020). This algorithm is inspired by Yu & Neely (2020) and is the first to achieve a cumulative constraint violation bound strictly better than $O(T^{3/4})$ while maintaining $O(\log(T))$ regret for convex loss functions. Both static regret and cumulative constraint violation bounds are reduced to $O(\log(T))$ when the loss functions are strongly convex, which also improves the results in Jenatton et al. (2016); Yuan & Lamperski (2018). This algorithm is also the first to achieve a cumulative constraint violation bound strictly better than $O(\sqrt{\log(T)}T)$ while maintaining $O(\log(T))$ regret for strongly convex loss functions.

In order to achieve the optimal regret with respect to any comparator sequence, another algorithm (Algorithm 2) is then proposed and it achieves the optimal $O(\sqrt{T}(1+P_T))$ regret and an $O(\sqrt{T})$ cumulative constraint violation. This algorithm is inspired by Zhang et al. (2018a). The basic idea of the second algorithm is to run the first algorithm multiple times in parallel, each with a different stepsize that is optimal for a specific path-length, and then to combine them with an expert-tracking algorithm. This algorithm is the first to avoid computing the projection $P_X(\cdot)$ by considering long term constraints while maintaining the optimal regret and sublinear cumulative constraint violation.

In summary, the presented results are significant theoretical developments compared to prior works. The comparison of this paper to related studies in the literature is summarized in Table 1. Specifically, Mahdavi et al. (2012) achieved an $O(\sqrt{T})$ static regret bound and an $O(T^{3/4})$ constraint violation bound. Jenatton et al. (2016) achieved an $O(T^{\max\{c,1-c\}})$ static regret bound and an $O(T^{1-c/2})$ constraint violation bound, which generalized the results in Mahdavi et al. (2012), and the static regret bound was reduced to $O(T^c)$ when the loss functions are strongly convex. Yuan & Lamperski (2018) achieved an $O(\sqrt{T})$ static regret bound and an $O(T^{1-c/2})$ cumulative constraint violation bound, which further generalized the results in Jenatton et al. (2016) by using the stricter constraint violation metric, and these two bounds were respectively reduced to $O(\log(T))$ and $O(\sqrt{\log(T)}T)$ when the loss functions are strongly convex, which improved the results in Jenatton et al. (2016). Yu & Neely (2020) achieved an $O(\sqrt{T})$ static regret bound and an $O(T^{1/4})$ constraint violation bound, which improved the results in Mahdavi et al. (2012); Jenatton et al. (2016).

**Outline:** The rest of this paper is organized as follows. Section 2 formulates the considered problem. Section 3 proposes two algorithms to solve the problem and analyze their regret and cumulative constraint violation bounds. Section 4 gives numerical simulations. Finally, Section 5 concludes the paper and proofs are given in Appendix.
This paper considers the problem of online convex optimization with long term constraints. Let $\mathcal{X} \subset \mathbb{R}^p$ be the constrained set and $g : \mathcal{X} \to \mathbb{R}^m$ be the constrained function, where $p$ and $m$ are positive integers. Both $\mathcal{X}$ and $g$ are known in advance. Suppose $\mathcal{X} = \{x : g(x) \leq 0_m, \ x \in \mathcal{X}\}$ is non-empty. Let $\{f_t : \mathcal{X} \to \mathbb{R}\}$ be a sequence of loss functions and each $f_t$ is unknown until the end of round $t$. The goal of this paper is to propose online algorithms to choose $x_t \in \mathcal{X}$ for each round $t$ such that both regret and cumulative constraint violation grow sublinearly with respect to the total number of rounds $T$.

We make the following standing assumptions on the loss and constraint functions.

### Assumption 1
The set $\mathcal{X}$ is convex and closed. The functions $f_t$ and $g$ are convex.

### Assumption 2
There exists a positive constant $F$ such that
$$|f_t(x) - f_t(y)| \leq F, \ |g(x)| \leq F, \ \forall t \in \mathbb{N}_+, \ x, y \in \mathcal{X}.$$ (8)

### Assumption 3
The subgradients $\partial f_t(x)$ and $\partial g(x)$ exist. Moreover, they are uniformly bounded on $\mathcal{X}$, i.e., there exists a positive constant $G$ such that
$$\|\partial f_t(x)\| \leq G, \ \|\partial g(x)\| \leq G, \ \forall t \in \mathbb{N}_+, \ x \in \mathcal{X}.$$ (9)

From (8), we know that the cumulative constraint violation (6) is stricter than the cumulative squared constraint violation (5) due to
$$\sum_{t=1}^T \|g(x_t)\|^2 \leq F \sum_{t=1}^T \|g(x_t)\|.$$  

### 3. Main Results
In this section, we propose two novel algorithms for the constrained online convex optimization problem formulated in Section 2, and analyze their regret and cumulative constraint violation bounds.

#### 3.1. The Basic Approach
The basic approach is summarized in Algorithm 1, which is inspired by Algorithm 1 proposed in Yu & Neely (2020). The key difference between Algorithm 1 and the algorithm proposed in Yu & Neely (2020) is that we use the clipped constraint function $[g]_+$ to replace the original constraint function $g$. With this modification, we can analyze constraint violations under stricter forms of metric. In addition to using the clipped constraint function, Algorithm 1 also has time-varying algorithm parameters. This enables us to consider the nontrivial extensions, such as strongly convex loss functions and the general dynamic regret, which have not been studied in Yu & Neely (2020).

In the following, we analyze regret and cumulative constraint violation bounds for Algorithm 1. We first provide regret and cumulative constraint violation bounds for the general cases in the following lemma.

#### Lemma 1
Suppose Assumptions 1–3 hold. Let $\{x_t\}$ be the sequence generated by Algorithm 1 with $\gamma_t = \gamma_0/\sqrt{t}$, where $\gamma_0 \in (0, 1/(\sqrt{2G}))$ is a constant. Then, for any comparator sequence $y_{[T]} \in \mathcal{X}^T$,
$$\text{Reg}(x_{[T]}, y_{[T]}) \leq \sum_{t=1}^T \Delta_t(y_t) + \sum_{t=1}^T \frac{G^2 \alpha_t}{2},$$ (13)
$$\sum_{t=1}^T \|g(x_t)\|.$$
We then present the first main result.

Theorem 1. Suppose Assumptions 1–3 hold. For any $T \in \mathbb{N}_+$, let $x_T^{[\tau]}$ be the sequence generated by Algorithm 1 with

$$\alpha_t = \frac{\alpha_0}{\sqrt{T}}, \quad \gamma_t = \frac{\gamma_0}{\sqrt{T}}, \quad \forall t \in [T],$$

where $\alpha_0 > 0$, $c \in (0, 1)$, and $\gamma_0 \in (0, 1/\sqrt{2G})$ are constants. Then,

$$\text{Reg}(x_T^{[\tau]}, \hat{x}_T^{[\tau]}) = \mathcal{O}(T^{\max\{c, 1-c\}}),$$

$$\sum_{t=1}^{T} \|[g(x_t)]_+\| = \mathcal{O}(T^{1-c/2}).$$

Proof: The proof is given in Appendix B.

We then present the first main result.

Theorem 1. Suppose Assumptions 1–3 hold. For any $T \in \mathbb{N}_+$, let $x_T^{[\tau]}$ be the sequence generated by Algorithm 1 with

$$\alpha_t = \frac{\alpha_0}{\sqrt{T}}, \quad \gamma_t = \frac{\gamma_0}{\sqrt{T}}, \quad \forall t \in [T],$$

where $\alpha_0 > 0$, $c \in (0, 1)$, and $\gamma_0 \in (0, 1/\sqrt{2G})$ are constants. Then,

$$\text{Reg}(x_T^{[\tau]}, \hat{x}_T^{[\tau]}) = \mathcal{O}(T^{\max\{c, 1-c\}}),$$

$$\sum_{t=1}^{T} \|[g(x_t)]_+\| = \mathcal{O}(T^{1-c/2}).$$

Proof: The proof is given in Appendix C.
Corollary 1 is the first to provide the $O(\log(T))$ regret and cumulative constraint violation for online convex optimization with long term constraints when the loss functions are strongly convex. While $O(\log(T))$ regret is well known for traditional online convex optimization without long term constraints (Hazan et al., 2007), whether similar bounds exist for online convex optimization with long term constraints is an open problem. Thus, Corollary 1 is a significant result which requires non-trivial analysis. Compared with the results that $\text{Reg}(x_{[T]},\bar{x}_{[T]}) = O(T^c)$ and $\|\sum_{t=1}^{T} g(x_t)\| = O(T^{1-c}/2)$ achieved in Jenatton et al. (2016), from (21) and (22), we know that Algorithm 1 achieves strictly smaller static regret and constraint violation bounds under the stricter form of constraint violation metric. Similarly, compared with the results that $\text{Reg}(x_{[T]},\bar{x}_{[T]}) = O(\log(T))$ and $\|\sum_{t=1}^{T} g(x_t)\| = O(\sqrt{T})$ achieved in Yuan & Lamperski (2018), from (21) and (22), we know that Algorithm 1 achieves the same static regret bound but a strictly smaller cumulative constraint violation bound.

To end this section, let us analyze the bound of general regret for Algorithm 1. If the set $\mathcal{X}$ has bounded diameter, then we can show that Algorithm 1 achieves $O(\sqrt{T}(1 + P_T))$ regret. Moreover, the total number of rounds $T$ is not needed.

**Assumption 4.** The set $\mathcal{X}$ has bounded diameter; i.e., there is a positive constant $d(\mathcal{X})$ such that

$$
\|x - y\| \leq d(\mathcal{X}), \forall x, y \in \mathcal{X}.
$$

Assumption 4 is commonly used in the literature, e.g., (Zinkevich, 2003; Mahdavi et al., 2012; Jenatton et al., 2016; Yuan & Lamperski, 2018; Zhang et al., 2018a).

**Theorem 2.** Suppose Assumptions 1–4 hold. Let $\{x_t\}$ be the sequence generated by Algorithm 1 with

$$
\alpha_t = \frac{\alpha_0}{t^c}, \gamma_t = \frac{\gamma_0}{\sqrt{T}}, \forall t \in \mathbb{N}_+,
$$

where $\alpha_0 > 0$, $c \in (0, 1)$, and $\gamma_0 \in (0, 1/(\sqrt{2}G)]$ are constants. Then,

$$
\text{Reg}(x_{[T]}, y_{[T]}) = O(T^{1-c} + T^{c}(1 + P_T)),
$$

(25)

$$
\sum_{t=1}^{T} \|g(x_t)\| = O(T^{1-c}/2).
$$

(26)

**Proof:** The explicit expressions of the right-hand sides of (25)–(26), and the proof are given in Appendix E.

If the optimal static decision sequence is chosen as the comparator sequence, i.e., $y_{[T]} = \bar{x}_{[T]}$, then $P_T = 0$. In this case, the results in Theorem 2 recover the results in Theorem 1. By setting $c = 0.5$ in Theorem 2, we have $\text{Reg}(x_{[T]}, y_{[T]}) = O(\sqrt{T}(1 + P_T))$ and

$$
\sum_{t=1}^{T} \|g(x_t)\| = O(T^{1/4}),
$$

which recover the regret bound achieved in Zinkevich (2003). If the path-length $P_T$ is known in advance, then the regret bound can be reduced under the cost that the cumulative constraint violation bound is increased.

**Corollary 2.** For any $T \in \mathbb{N}_+$, suppose the path-length $P_T$ is known in advance. Under the same conditions stated in Theorem 2 with $\alpha_0 = (1 + P_T)^c$,

$$
\text{Reg}(x_{[T]}, y_{[T]}) = O(T^c(1 + P_T)^{1-c} + T^{1-c}(1 + P_T)^c),
$$

(27)

$$
\sum_{t=1}^{T} \|g(x_t)\| = O(T^{(1-c)/2}(1 + P_T)^{c/2}).
$$

(28)

**Proof:** The proof follows that of Theorem 2 given in Appendix E and the fact that $\alpha_0 = (1 + P_T)^c \leq (1 + d(\mathcal{X}))^{cT}$ under Assumption 4. The explicit expressions of the right-hand sides of (27)–(28) are also given in Appendix E.

By setting $c = 0.5$ in Corollary 2, we have $\text{Reg}(x_{[T]}, y_{[T]}) = O(\sqrt{T}(1 + P_T))$ and

$$
\sum_{t=1}^{T} \|g(x_t)\| = O(T^{1/4}(1 + P_T)^{1/4}),
$$

which recover the optimal regret bound achieved in Zhang et al. (2018a). However, in Corollary 2 the path-length $P_T$ needs to be known in advance, which is normally unknown in practice. Thus, Algorithm 1 cannot achieve the optimal $O(\sqrt{\mathcal{T}(1 + P_T)})$ regret bound in general. This motivates us to propose another algorithm such that it can achieve the optimal regret bound without using $P_T$, which is presented in the next section.

### 3.2. An Improved Approach

In this section, we propose another algorithm for the constrained online convex optimization problem formulated in Section 2, which achieves $O(\sqrt{\mathcal{T}(1 + P_T)})$ regret and $O(\sqrt{\mathcal{T}})$ cumulative constraint violation without using the path-length $P_T$ to design the algorithm parameters.

The proposed algorithm is summarized in Algorithm 2, which is inspired by the expert-tracking algorithm (Improved Ader) proposed in Zhang et al. (2018a) as well as Algorithm 1. The basic idea of Algorithm 2 is to run Algorithm 1 multiple times in parallel, each with a different stepsize that is optimal for a specific path-length, and then to combine them with an expert-tracking algorithm. By setting $N = 1$ in Algorithm 2, we know that Algorithm 2 becomes Algorithm 1. Algorithm 2 is designed for online convex optimization with long term constraints, while the Improved Ader algorithm in Zhang et al. (2018a) is for traditional online convex optimization without long term constraints. In other words, the main difference between Algorithm 2 and the Improved Ader algorithm is that we avoid computing
the projection $P_N(\cdot)$ by considering long term constraints. Just as the algorithms in Mahdavi et al. (2012); Jenatton et al. (2016); Yuan & Lamperski (2018); Yu & Neely (2020) are the nontrivial extensions of the classic online gradient descent algorithm in Zinkevich (2003), Algorithm 2 is a nontrivial extension of the Improved Ader algorithm.

**Algorithm 2**

**Input:** parameters $N \in \mathbb{N}_+$ and $\beta > 0$; non-increasing sequence $\{\alpha_{i,t}\} \subseteq (0, +\infty)$ and non-decreasing sequence $\{\gamma_{i,t}\} \subseteq (0, +\infty), \forall i \in [N]$.

**Initialize:** $q_{i,0} = 0_m$, $x_{i,1} \in X$, $w_{i,1} = \frac{N+1}{(i+1)N}, \forall i \in [N]$, and $x_1 = \sum_{i=1}^{N} w_{i,1} x_{i,1}$.

**for** $t = 2, \ldots$ **do**

**Observe** $\partial f_{t-1}(x_{t-1})$.

**Update**

\begin{align}
q_{i,t-1} &= q_{i,t-2} + \gamma_{i,t-1} [g(x_{i,t-1})]_+, \quad (29) \\
\hat{q}_{i,t-1} &= q_{i,t-1} + \alpha_{i,t-1} g(x_{i,t-1})_+, \quad (30) \\
x_{i,t} &= \arg\min_{x \in \mathbb{R}} \{\alpha_{i,t-1} \partial f_{t-1}(x_{t-1}), x \} \\
&+ \alpha_{i,t-1} \gamma_{i,t} [\hat{q}_{i,t-1}, g(x_{i,t})]_+ \\
&+ ||x - x_{i,t-1}||^2, \quad (31) \\
l_{i,t-1} &= \partial f_{t-1}(x_{i,t-1}) - x_{i,t-1}, \quad (32) \\
w_{i,t} &= \frac{w_{i,t-1} e^{-\beta l_{i,t-1}}}{\sum_{i=1}^{N} w_{i,t-1} e^{-\beta l_{i,t-1}}}, \quad (33) \\
x_t &= \sum_{i=1}^{N} w_{i,t} x_{i,t}, \quad (34)
\end{align}

**end for**

**Output:** $\{x_t\}$.

In Algorithm 2, for each $i \in [N]$, the equations (29)–(32) can be updated in parallel. Define the surrogate loss (van Erven & Koolen, 2016; Zhang et al., 2018a) as

$$\ell_t(x) = \langle \partial f_t(x_t), x - x_t \rangle, \forall x \in X.$$ (35)

It is straightforward to see that $\partial \ell_t(x_{i,t}) = \partial f_t(x_t)$. Thus, for each $i \in [N]$, the updating equations (29)–(31) are exactly (10)–(12) for solving constrained online convex optimization with loss functions $\ell_t(x)$.

The regret and cumulative constraint violation bounds for Algorithm 2 are provided in the following theorem.

**Theorem 3.** Suppose Assumptions 1–4 hold. For any $T \in \mathbb{N}_+$, let $x_{\lceil T \rceil}$ be the sequence generated by Algorithm 2 with

\begin{align}
N &= \lfloor \kappa \log_2(1 + T) \rfloor + 1, \quad \beta = \frac{\beta_0}{T^c}, \\
\alpha_{i,t} &= \frac{\alpha_0 2^{i-1}}{T^c}, \quad \gamma_{i,t} = \frac{\gamma_0}{\sqrt{\alpha_{i,t}}}, \forall t \in \mathbb{N}_+, \forall i \in [N], \quad (36)
\end{align}

where $\kappa \in [0, c]$, $c \in (0, 1)$, $\alpha_0 > 0$, $\beta_0 > 0$, and $\gamma_0 \in (0, 1/(\sqrt{2G})]$ are constants. Then,

$$\text{Reg}(x_{\lceil T \rceil}, y_{\lceil T \rceil}) = O(T^{(1+\kappa)/2}) + T^{1-c}(1 + P_T)^c,$$ (37)

$$\sum_{t=1}^{T} ||g(x_t)||_+ = O(T^{(1-c+\kappa)/2}).$$ (38)

**Proof:** The explicit expressions of the right-hand sides of (37)–(38), and the proof are given in Appendix F. ■

The bounds presented in (37)–(38) still hold if choosing $\alpha_{i,t} = \alpha_0 2^{i-1}/T^c$ in (36). By setting $\kappa = c = 0.5$ in Theorem 3, we have $\text{Reg}(x_{\lceil T \rceil}, y_{\lceil T \rceil}) = O(\sqrt{T}(1 + P_T))$ and $\sum_{t=1}^{T} ||g(x_t)||_+ = O(\sqrt{T})$, which recover the optimal regret bound achieved in Zhang et al. (2018a) where long term constraints are not considered. Therefore, Theorem 3 is the first to achieve the optimal regret bound for online convex optimization with long term constraints without knowing the path-length $P_T$ while maintaining sublinear cumulative constraint violation. Due to the long term constraints, the analysis is much more complicated. On the other hand, by comparing Corollary 2 and Theorem 3, we see that Algorithm 2 can achieve the optimal regret bound without knowing $P_T$ under the cost that the (theoretical) cumulative constraint violation bound is increased.

**4. Simulations**

In this section, we illustrate and verify the proposed algorithms through numerical simulations.

**4.1. Online Linear Programming**

Similar to Yu & Neely (2020), we consider online convex optimization with linear loss functions $f_t(x) = \langle \theta_t, x \rangle$, where $\theta_t \in \mathbb{R}^p$ is time-varying and unknown at round $t$; constraint set $X \subseteq \mathbb{R}^p$; and constraint functions $Ax \leq b$, where $A \in \mathbb{R}^{m \times p}$ and $b \in \mathbb{R}^m$ are fixed and known in advance. This problem has broad applications in various areas including transportation, energy, telecommunications, and manufacturing.

In the simulations, similar to Yu & Neely (2020), we choose $p = 2$, $m = 3$, and $X = [-1, 1]^2$. Components of $A$ and $b$ are uniformly distributed random numbers in the intervals $[0, 2]$ and $[0, 5]$, respectively. The total number of rounds is chosen as $T = 5000$. The time-varying loss coefficients are set as $\theta_t = \theta_{1,t} + \theta_{2,t} + \theta_{3,t}$, where components of $\theta_{1,t}$ are uniformly distributed random numbers in the interval $[-1^{1/10}, 1^{1/10}]$; components of $\theta_{2,t}$ are uniformly distributed random numbers in the interval $[-1, 0]$ when $t \in \{1, 1500\} \cup \{2000, 3500\} \cup \{4000, 5000\}$ and in the interval $[0, 1]$ otherwise; and $\theta_{3,t} = ((-1)^{\mu(t)}, (-1)^{\mu(t)} \mu(t))$. The components of $\theta_{1,t}$ are uniform in the interval $[-1^{1/10}, 1^{1/10}]$.
where $\mu(t)$ is a random permutation of the integers from 1 to $T$.

We compare Algorithms 1 and 2 with state-of-the-art algorithms: Algorithm 1 in Yu & Neely (2020), Algorithm 1 in Yuan & Lamperski (2018), the algorithm in Jenatton et al. (2016), and Algorithm 1 in Mahdavi et al. (2012). Table 2 lists all the algorithm parameters used in the simulations. Figures 1 and 2 illustrate the evolutions of the cumulative loss $\sum_{t=1}^{T} f_t(x_t)$ and the cumulative constraint violation $\sum_{t=1}^{T} \|g_t(x_t)\|_+ \|$ averaged over 1000 independent experiments generated from the above settings, respectively. Figure 1 shows that Algorithm 2 has the smallest cumulative loss and Algorithm 1 has smaller cumulative loss than other algorithms. Figure 2 shows that Algorithms 1 and 2 have almost the same cumulative constraint violation which is slightly smaller than that achieved by the algorithm in Yu & Neely (2020), and much smaller than that achieved by the algorithm in Yuan & Lamperski (2018), and much smaller than that achieved by the algorithms in Jenatton et al. (2016); Mahdavi et al. (2012). Therefore, the simulation results are in accordance with the theoretical results summarized in Table 1.

### 4.2. Online Quadratic Programming

In order to verify the improved theoretical results for strongly convex functions, we replace the linear loss functions in the above simulations by quadratic loss functions. Specifically, we consider $f_t(x) = \|x - \theta_t\|^2 + 20\langle \theta_t, x \rangle$.

We compare Algorithm 1 with the algorithms in Yuan & Lamperski (2018); Jenatton et al. (2016) since the performance of these algorithms under the strong convexity assumption has been analyzed. Table 3 lists all the algorithm parameters used in the simulations. Figures 3 and 4 illustrate the evolutions of the cumulative loss $\sum_{t=1}^{T} f_t(x_t)$ and the cumulative constraint violation $\sum_{t=1}^{T} \|g_t(x_t)\|_+ \|$ averaged over 1000 independent experiments generated from the above settings. Figures 3 and 4 show that Algorithm 1 has smaller cumulative loss than other algorithms. Figure 2 shows that Algorithms 1 and 2 have almost the same cumulative constraint violation which is slightly smaller than that achieved by the algorithm in Yu & Neely (2020), and much smaller than that achieved by the algorithm in Yuan & Lamperski (2018), and much smaller than that achieved by the algorithms in Jenatton et al. (2016); Mahdavi et al. (2012). Therefore, the simulation results are in accordance with the theoretical results summarized in Table 1.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm 1</td>
<td>$\alpha_t = 2/T^c$, $\gamma_t = T^{c/2}$, $c = 0.5$</td>
</tr>
<tr>
<td>Algorithm 2</td>
<td>$\alpha_t = 2/T^c$, $\beta = 3/T^c$, $\gamma_t = T^{c/2}$, $c = \kappa = 0.5$</td>
</tr>
<tr>
<td>Yu &amp; Neely (2020)</td>
<td>$\alpha = \sqrt{T}/4$, $\gamma = T^{1/4}$</td>
</tr>
<tr>
<td>Jenatton et al. (2016)</td>
<td>$\theta_t = 0.01/t^\gamma$, $\eta_t = 0.7/t^\gamma$, $\mu_t = 1/(t + 1)/\theta_t$, $c = 0.5$</td>
</tr>
<tr>
<td>Mahdavi et al. (2012)</td>
<td>$\delta = 0.5$, $\eta = 0.8/\sqrt{T}$</td>
</tr>
</tbody>
</table>

Table 2: Parameters for each algorithm in online linear programming.
Table 3: Parameters for each algorithm in online quadratic programming.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm 1</td>
<td>$\alpha_t = 6/t$, $\gamma_t = \sqrt{t}$</td>
</tr>
<tr>
<td>Yuan &amp; Lamperski (2018)</td>
<td>$\theta_t = 4.5/(t + 1)$, $\eta_t = 3/(t + 1)$</td>
</tr>
<tr>
<td>Jenatton et al. (2016)</td>
<td>$\theta_t = c/t^{0.01}$, $\eta_t = 2.5/t$, $\mu_t = 1/(t + 1)/\theta_t$, $c = 0.001$</td>
</tr>
</tbody>
</table>

over 1000 independent experiments, respectively. Figure 3 shows that Algorithm 1 and the algorithm in Yuan & Lamperski (2018) have almost the same cumulative loss, which is smaller than that achieved by the algorithm in Jenatton et al. (2016). Figure 4 shows that Algorithm 1 has significant smaller cumulative constraint violation than that achieved by the algorithms in Yuan & Lamperski (2018); Jenatton et al. (2016). Therefore, the simulation results match the theoretical results summarized in Table 1.

5. Conclusions

In this paper, we proposed two algorithms for online convex optimization with long term constraints. We analyzed static regret and cumulative constraint violation bounds for the first algorithm when the loss functions are convex and strongly convex, respectively. We achieved improved performance compared with existing results in the sense that the cumulative constraint violation is a stricter metric than the commonly used constraint violation metric in the literature and smaller cumulative constraint violation bounds are achieved. We also analyzed regret with respect to any comparator sequence for both algorithms and the optimal $O(\sqrt{T(1 + P_T)})$ regret can be achieved by the second algorithm. In the future, we will investigate how to use the curvature of loss functions to reduce the regret and cumulative constraint violation bounds.
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This lemma is a special case of Lemma 1 in Yi et al. (2020a). The following results are used in the proofs. Suppose that \( S \) is a closed convex set, \( h : S \to \mathbb{R} \) satisfies
\[
\exists \beta > 0 \text{ s.t. } \|\partial h(x)\| \leq \beta, \forall x \in S.
\]

\( h \) is a convex function \( \mathbb{R}^d \to \mathbb{R} \), \( T \) is a positive constant. Let \( q_t \in \mathbb{R}^d \) and \( \gamma_t \in (0, 1) \). Define the sequence generated by Algorithm 1 and \( \{y_t\} \) be an arbitrary sequence in \( S \), then
\[
gamma_{t+1} \eta_t^T [g(x_{t+1})]_+ + f_t(x_t) - f_t(y_t)
\leq \gamma_{t+1} \eta_t^T [g(y_t)]_+ + \Delta_t(y_t) - \frac{1}{2\alpha_t} \|x_t - x_{t+1}\|^2
+ \frac{G^2\alpha_t}{2} - \gamma_{t+1} \bar{\gamma}_t (\|g(x_t)\|_+)^T [g(x_{t+1})]_+.
\]

The proof of this lemma follows the proof of Lemma 1 in Zhang et al. (2018a).

### A. Useful Lemmas

The following results are used in the proofs.

**Lemma 2.** Suppose that \( h : S \to \mathbb{R} \) is a convex function with \( S \) being a convex and closed set in \( \mathbb{R}^p \). Moreover, assume that \( \partial h(x), \forall x \in S \), exists. Given \( z \in S \), the projection
\[
y = \arg \min_{x \in S} \{h(x) + ||x - z||^2\},
\]
satisfies
\[
\langle y - x, \partial h(y) \rangle
\leq ||x - z||^2 - ||x - y||^2 - ||y - z||^2, \forall x \in S.
\]

This lemma is a special case of Lemma 1 in Yi et al. (2020a).

**Lemma 3.** Suppose that \( \{h_t : S \to \mathbb{R}\} \) is a sequence of convex functions with \( S \) being a convex set in \( \mathbb{R}^p \). Assume there exists a constant \( F_h > 0 \) such that \( h_t(x) \leq F_h, \forall x \in S \), \( t \in \mathbb{N}_+ \). Let \( N \in \mathbb{N}_+ \) and \( \beta > 0 \) be constants. For each \( i \in [N] \), let \( \{x_{t,i}\} \) be a sequence in \( S \). Then, for any given \( w_{i,1} \in (0, 1) \) satisfying \( \sum_{i=1}^N w_{i,1} = 1 \), the sequence \( \{x_t\} \) generated by
\[
w_{i,t} = \frac{w_{i,t-1} e^{-\beta h_{t-1}(x_{t,i,t-1})}}{\sum_{i=1}^N w_{i,t-1} e^{-\beta h_{t-1}(x_{t,i,t-1})}},
\]
\[
x_t = \sum_{i=1}^N w_{i,t} x_{t,i}.
\]
satisfies
\[
\sum_{t=1}^T h_t(x_t) - \min_{i \in [N]} \left\{ \sum_{t=1}^T h_t(x_{t,i}) + \frac{1}{\beta} \ln \frac{1}{w_{i,1}} \right\} \leq \frac{\beta F^2 T^2}{2}.
\]

The proof of this lemma follows the proof of Lemma 1 in Zhang et al. (2018a).

### B. Proof of Lemma 1

To prove Lemma 1, we need the following result.

**Lemma 4.** Suppose Assumptions 1–3 hold. Let \( \{x_t\} \) be the sequence generated by Algorithm 1 and \( \{y_t\} \) be an arbitrary sequence in \( S \), then
\[
gamma_{t+1} \eta_t^T [g(x_{t+1})]_+ + f_t(x_t) - f_t(y_t)
\leq \gamma_{t+1} \eta_t^T [g(y_t)]_+ + \Delta_t(y_t) - \frac{1}{2\alpha_t} \|x_t - x_{t+1}\|^2
+ \frac{G^2\alpha_t}{2} - \gamma_{t+1} \bar{\gamma}_t (\|g(x_t)\|_+)^T [g(x_{t+1})]_+. \tag{39}
\]

**Proof:**

From \( q_0 = 0_m, (10), \) and (11), it is straightforward to check that
\[
q_t \geq 0_m, \quad \hat{q}_t \geq 0_m, \quad t \in \mathbb{N}_+.
\]

From (7) and (9), we have
\[
f_t(x_t) - f_t(y_t) \leq \langle \partial f_t(x_t), x_t - y_t \rangle
= \langle \partial f_t(x_t), x_t - x_{t+1} + \partial f_t(x_t), x_{t+1} - y_t \rangle
\leq G \|x_t - x_{t+1}\| + \langle \partial f_t(x_t), x_{t+1} - y_t \rangle
\leq \frac{G^2\alpha_t}{2} + \frac{1}{2\alpha_t} \|x_t - x_{t+1}\|^2 + \langle \partial f_t(x_t), x_{t+1} - y_t \rangle.
\]

(41)

For the second term of (41), we have
\[
\langle \partial f_t(x_t), x_{t+1} - y_t \rangle
= \gamma_{t+1} (\langle g(x_{t+1}) \rangle_+^T \hat{q}_t, y_t - x_{t+1})
+ \langle \omega_{t+1}, x_{t+1} - y_t \rangle,
\]

(42)

where \( \omega_{t+1} = \partial f_t(x_t) + \gamma_{t+1}(\langle g(x_{t+1}) \rangle_+^T \hat{q}_t). \)
We next to find the upper bound of each term in the right-hand side of (42).

From $g(\cdot)$ is convex, it is straightforward to see that $[g(\cdot)]_+$ is also convex. From (7) and (40), we have

$$
\gamma_{t+1}((\partial g(x_{t+1}))^T \hat{q}_t, y_t - x_{t+1}) \\
\leq \gamma_{t+1} \hat{q}_t^T [g(y_t)]_+ - \gamma_{t+1} \hat{q}_t^T [g(x_{t+1})]_+ \\
= \gamma_{t+1} \hat{q}_t^T [g(y_t)]_+ - \gamma_{t+1} \hat{q}_t^T [g(x_{t+1})]_+ \\
- \gamma_{t+1} \gamma_t ([g(x_t)]_+)^T [g(x_{t+1})]_+.
$$

Applying Lemma 2 to the update (12), we get

$$
\langle \omega_{t+1}, x_{t+1} - y_t \rangle \\
\leq \frac{1}{\alpha_t} (\|y_t - x_t\|^2 - \|y_t - x_{t+1}\|^2 - \|x_{t+1} - x_t\|^2).
$$

Combining (41)–(44) and rearranging terms yields (39).

We are now ready to prove Lemma 1.

(i) Noting that $g(y_t) \leq 0_m$ when $y_t \in \mathcal{X}^T$, and summing (39) over $t \in [T]$ gives (13).

(ii) From (10) and (40), we have

$$
\|q_t\|_1 = \|q_{t-1} + \gamma_t [g(x_t)]_+\|_1 \\
= \|q_{t-1}\|_1 + \gamma_t \| [g(x_t)]_+ \|_1,
$$

which yields

$$
\| [g(x_t)]_+ \|_1 = \frac{1}{\gamma_t} (\|q_t\|_1 - \|q_{t-1}\|_1) \\
= \frac{1}{\gamma_t} \|q_t\|_1 - \frac{1}{\gamma_t} \|q_{t-1}\|_1 + \left( \frac{1}{\gamma - 1} \right) \|q_{t-1}\|_1.
$$

Summing (45) over $t \in [T]$ yields

$$
\sum_{t=1}^{T} \| [g(x_t)]_+ \|_1 = \frac{1}{\gamma T} \|q_T\|_1 + \sum_{t=1}^{T-1} \left( \frac{1}{\gamma} - \frac{1}{\gamma + 1} \right) \|q_t\|_1.
$$

From the above inequality, $\|x\| \leq \|x\|_1 \leq \sqrt{m} \|x\|$, $\forall x \in \mathbb{R}^m$, and $\{\gamma_t\}$ is non-decreasing, we have (14).

(iii) From (10), we have

$$
\|q_t\|^2 = \|q_{t-1} + \gamma_t [g(x_t)]_+\|^2 \\
= \|q_{t-1}\|^2 + 2\gamma_t q_{t-1}^T [g(x_t)]_+ + \| [g(x_t)]_+ \|^2,
$$

which implies

$$
\frac{1}{2} (\|q_t\|^2 - \|q_{t-1}\|^2) \\
= \gamma_t q_{t-1}^T [g(x_t)]_+ + \frac{1}{2} \| [g(x_t)]_+ \|^2.
$$

From Assumptions 1 and 3, and Lemma 2.6 in Shalev-Shwartz (2012), it follows that

$$
\|g(x) - g(y)\| \leq G \|x - y\|, \forall x, y \in \mathbb{X}. \quad (47)
$$

We have

$$
\gamma_{t+1} \gamma_t ([g(x_t)]_+)^T [g(x_{t+1})]_+ \\
= \frac{1}{2} (\| [g(x_t)]_+ \|^2 + \| [g(x_{t+1})]_+ \|^2 - \| [g(x_{t+1})]_+ \| - \| [g(x_t)]_+ \|_1) \\
\geq \frac{1}{2} (\| [g(x_t)]_+ \|^2 + \| [g(x_{t+1})]_+ \|^2 - \| [g(x_{t+1})]_+ \| - \| [g(x_t)]_+ \|_1) \\
\geq \frac{1}{2} (\| [g(x_t)]_+ \|^2 + \| [g(x_{t+1})]_+ \|^2 - \| [g(x_{t+1})]_+ \| - \| [g(x_t)]_+ \|_1) \\
\geq \gamma_t^2 G^2 \|x_{t+1} - x_t\|^2 - (\gamma_{t+1} - \gamma_t)^2 F^2, \quad (48)
$$

where the last inequality holds since (47), (8), and that the projection $[\cdot]_+$ is nonexpansive, i.e.,

$$
\| [x]_+ - [y]_+ \| \leq \| x - y \|, \forall x, y \in \mathbb{R}^p.
$$

Noting that $g(y_t) \leq 0_m$ when $y_t \in \mathcal{X}^T$, combining (46), (39), and (48), and summing over $t \in [T]$ gives

$$
\frac{1}{2} \|q_{T+1}\|^2 + \frac{1}{2} \sum_{t=1}^{T} \| [g(x_t)]_+ \|^2 \\
\leq \frac{1}{2} \|q_1\|^2 + \sum_{t=1}^{T} \Delta_t(y_t) + \sum_{t=1}^{T} G^2 \alpha_t \\
+ \sum_{t=1}^{T} (\gamma_{t+1} - \gamma_t)^2 F^2 - \operatorname{Reg}(x_{T+1}, y_{T+1}) \\
+ \sum_{t=1}^{T} (\gamma_t^2 G^2 - \frac{1}{2} \alpha_t) \|x_{t+1} - x_t\|^2. \quad (49)
$$

From (8), we have

$$
- \operatorname{Reg}(x_{T+1}, y_{T+1}) \leq FT. \quad (50)
$$

From (10) and (8), we have

$$
\frac{1}{2} \|q_1\|^2 \leq \frac{1}{2} \gamma_t^2 F^2. \quad (51)
$$

Combining (49)–(51), and noting $\gamma_t^2 = \gamma_0^2 / \alpha_t$ with $\gamma_0 \in (0, 1/(\sqrt{2G})]$ yields (15).
C. Proof of Theorem 1

(i) Using (16) and setting \( y_t = \hat{x}_T^* \) yields
\[
\sum_{t=1}^{T} \Delta_t(\hat{x}_T^*) = \frac{Tc}{\alpha_0} \sum_{t=1}^{T} (\|\hat{x}_T^* - x_t\|^2 - \|\hat{x}_T^* - x_{t+1}\|^2) \leq \frac{Tc}{\alpha_0} \|\hat{x}_T^* - x_1\|^2. \tag{52}
\]
Setting \( y_t = \hat{x}_T^* \), and combining (13), (16), and (52) yields
\[
\text{Reg}(x_{[T]}, \hat{x}_T^*) \leq \frac{Tc}{\alpha_0} \|\hat{x}_T^* - x_1\|^2 + \frac{G^2\alpha_0}{2} T^{1-c},
\]
which gives (17).

(ii) Setting \( y_t = \hat{x}_T^* \), and combining (15), (16), and (52) yields
\[
\|q_T\|^2 \leq \varepsilon_1 T,
\tag{53}
\]
where \( \varepsilon_1 = \frac{2}{\alpha_0} \|\hat{x}_T^* - x^*_1\|^2 + \frac{G^2\alpha_0}{T^{1-c}} + \frac{\gamma_0^2 x_0^2}{\alpha_0 T} + 2F. \)

From (16), (14), and (53), we have
\[
\sum_{t=1}^{T} \|g(x_t)\| \leq \frac{\sqrt{\alpha_0 T e^{2/2}}}{\gamma_0 T^{c/2}} \|q_T\| \leq \frac{\sqrt{\alpha_0 T e^{2/2}}}{\gamma_0} T^{(1-c)/2}, \tag{54}
\]
which yields (18).

D. Proof of Corollary 1

(i) From (19), we know that (41) can be replaced by
\[
\begin{align*}
&f_t(x_t) - f_t(y_t) \\
&\leq \frac{G^2\alpha_t}{2} + \frac{1}{2\alpha_t} \|x_t - x_{t+1}\|^2 - \mu \|x_t - y_t\|^2 \\
&\quad + \langle \partial f_t(x_t), x_{t+1} - y_t \rangle.
\end{align*}
\tag{55}
\]
Note that compared with (41), (55) has an extra term \( -\mu \|x_t - y_t\|^2 \). Then, (13) can be replaced by
\[
\text{Reg}(x_{[T]}, y_{[T]}) \leq \sum_{t=1}^{T} (\Delta_t(y_t) - \mu \|x_t - y_t\|^2) + \sum_{t=1}^{T} \frac{G^2}{2} \alpha_t. \tag{56}
\]
Using (20) and setting \( y_t = \hat{x}_T^* \) yields
\[
\sum_{t=1}^{T} (\Delta_t(\hat{x}_T^*) - \mu \|x_t - \hat{x}_T^*\|^2)
= \sum_{t=1}^{T} ((t-1)\mu \|x_t - \hat{x}_T^*\|^2 - t\mu \|x_{t+1} - \hat{x}_T^*\|^2)
\leq 0. \tag{57}
\]
From (20), we have
\[
\sum_{t=1}^{T} \alpha_t = \sum_{t=1}^{T} \frac{1}{t\mu} \leq \int_{1}^{T+1} \frac{1}{t\mu} dt = \frac{\log(T + 1)}{\mu}. \tag{58}
\]
From (56)–(58), we have
\[
\text{Reg}(x_{[T]}, \hat{x}_T^*) \leq \frac{G^2 \log(T + 1)}{2\mu},
\]
which gives (21).

(ii) Noting (55), we can replace (15) by
\[
\begin{align*}
\frac{1}{2} \|q_{t+1}\|^2 &\leq \sum_{t=1}^{T} (\Delta_t(y_t) - \mu \|x_t - y_t\|^2) + \sum_{t=1}^{T} \frac{G^2\alpha_t}{2} \\
&\quad + \frac{1}{2} \gamma_t^2 F^2 + FT + \sum_{t=1}^{T} (\gamma_{t+1} - \gamma_t)^2 F^2.
\end{align*}
\tag{59}
\]
From (20), we have
\[
\sum_{t=1}^{T} (\gamma_{t+1} - \gamma_t)^2 = \sum_{t=1}^{T} \gamma_0^2 \mu (\sqrt{T + 1} - \sqrt{T})^2 \\
\leq \sum_{t=1}^{T} \gamma_0^2 \mu \left( \frac{1}{2\sqrt{t}} \right)^2 \leq \frac{\gamma_0^2 \mu}{4} \log(T + 1). \tag{60}
\]
Setting \( y_t = \hat{x}_T^* \) and combining (57)–(60) yields
\[
\|q_T\|^2 \leq \varepsilon_2 T, \forall T \in \mathbb{N}_+,
\tag{61}
\]
where \( \varepsilon_2 = \frac{G^2}{\mu} + \gamma_0^2 F^2 \mu + 2F + \frac{\gamma_0^2 \mu}{2}. \)

From (20), (61), and (14), we have
\[
\sum_{t=1}^{T} \|g(x_t)\| \leq \sqrt{\frac{m}{\gamma_0 \sqrt{\mu}}} \left( \frac{1}{\sqrt{T}} \|q_T\| + \sum_{t=1}^{T-1} \left( \frac{1}{\sqrt{t}} - \frac{1}{\sqrt{t+1}} \right) \|q_t\| \right) \\
\leq \sqrt{\frac{m\varepsilon_2}{\gamma_0 \sqrt{\mu}}} \left( 1 + \sum_{t=1}^{T-1} \left( \frac{1}{\sqrt{t}} - \frac{1}{\sqrt{t+1}} \right) \sqrt{t} \right) \\
= \sqrt{\frac{m\varepsilon_2}{\gamma_0 \sqrt{\mu}}} \left( 1 + \sum_{t=1}^{T-1} \left( \frac{1}{t} \frac{1}{\sqrt{t}} \right) \sqrt{t} \right) \\
\leq \frac{\sqrt{m\varepsilon_2}}{\gamma_0 \sqrt{\mu}} \left( 1 + \sum_{t=1}^{T-1} \frac{1}{2t} \right) \\
\leq \frac{\sqrt{m\varepsilon_2}}{\gamma_0 \sqrt{\mu}} \left( 1 + \frac{1}{2} \log(T) \right),
\]
which yields (22).
E. Proof of Theorem 2

(i) Using (23) and (24) yields
\[
\sum_{t=1}^{T} \Delta_t(y_t) = \sum_{t=1}^{T} \frac{t^c}{\alpha_0} (||y_t - x_t||^2 - ||y_t - x_{t+1}||^2)
\]
\[
= \frac{1}{\alpha_0} \sum_{t=1}^{T} ((t+1)^c - t^c)(d(X))^2 + \frac{2T^c}{\alpha_0} P_T
\]
\[
\leq \frac{2}{\alpha_0} (d(X))^2 T^c \left(1 + \frac{P_T}{d(X)}\right).
\]
From (24), we have
\[
\sum_{t=1}^{T} \alpha_t = \sum_{t=\ell}^{T} \frac{\alpha_0}{t^{c-1}} \leq \frac{\alpha_0}{T^{1-c}} \leq \frac{\alpha_0 T^{1-c}}{1-c}.
\]

From (13), (62), and (63), we have
\[
\text{Reg}(x_{[T]}, y_{[T]}) \leq \frac{2}{\alpha_0} (d(X))^2 T^c \left(1 + \frac{P_T}{d(X)}\right) + G^2 \alpha_0 \frac{T^{1-c}}{2(1-c)},
\]
which gives (25).

(ii) From (24), we have
\[
\sum_{t=1}^{T} (\gamma_{t+1} - \gamma_t) F^2 \leq \sum_{t=1}^{T} (\gamma_{t+1}^2 - \gamma_t^2) F^2 \leq \frac{\gamma_0^2 F^2}{\alpha_0} T^c.
\]
Using (62) and setting \(y_t = \tilde{x}_T\) yields
\[
\sum_{t=1}^{T} \Delta_t(\tilde{x}_T) \leq \frac{2}{\alpha_0} (d(X))^2 T^c.
\]
Noting that (15) holds for all \(y_{[T]} \in X^T\), setting \(y_t = \tilde{x}_T\), and combining (23), (15), (66), (63), and (65), yields
\[
||q_T||^2 \leq \varepsilon_3 T,
\]
where \(\varepsilon_3 = \frac{4(d(X))^2}{\alpha_0 T^{1-c}} + G^2 \alpha_0 + \frac{\gamma_0^2 F^2}{\alpha_0} + \frac{2\gamma_0^2 F^2}{\alpha_0 T^{1-c}} + 2F^2.
\]
From (24), (67), and (14), we have
\[
\sum_{t=1}^{T} ||g(x_t)||^2
\]
\[
\leq \frac{\sqrt{m} \varepsilon_3}{\gamma_0} \left(\frac{1}{T^{c/2}} \|q_T\| + \sum_{t=1}^{T-1} \left(\frac{1}{t^{c/2}} - \frac{1}{(t+1)^{c/2}}\right) \|q_t\|\right)
\]
\[
\leq \frac{\sqrt{m} \varepsilon_3}{\gamma_0} \left(\frac{1}{T^{(1-c)/2}} + \sum_{t=1}^{T-1} \left(\frac{1}{t^{c/2}} - \frac{1}{(t+1)^{c/2}}\right) \sqrt{t}\right)
\]
\[
= \frac{\sqrt{m} \varepsilon_3}{\gamma_0} \left(\frac{1}{T^{(1-c)/2}} \right.
\]
\[
+ \sum_{t=1}^{T-1} \left(\frac{1}{t^{1/2}} - \frac{1}{(t+1)^{1/2}}\right) \left. \sqrt{t}\right)
\]
\[
\leq \frac{\sqrt{m} \varepsilon_3}{\gamma_0} \left(\frac{1}{T^{(1-c)/2}} + \sum_{t=1}^{T-1} \left(\frac{1}{t^{1/2}} - \frac{1}{2t(1+c)/2}\right) \right)
\]
\[
\leq \frac{\sqrt{m} \varepsilon_3}{\gamma_0} \left(\frac{1}{T^{(1-c)/2}} + \frac{1}{2(1+c)/2} T^{(1-c)/2}\right),
\]
which yields (26).

F. Proof of Theorem 3

(i) Noting that \(|\ell_t(x)| \leq Gd(X)\) and \(||\partial \ell_t(x)|| \leq G\) due to Assumptions 3 and 4, and that for each \(i \in [N]\), the updating equations (29)–(31) are exactly (10)–(12) for solving constrained online convex optimization with loss functions \(\{\ell_t(x)\}\), similar to get (64) and (68), for all \(i \in [n]\) we have
\[
\sum_{t=1}^{T} (\ell_i(x_t) - \ell_i(y_t)) \leq \frac{2}{\alpha_0 2^{1/2}} (d(X))^2 T^c \left(1 + \frac{P_T}{d(X)}\right) + G^2 \alpha_0 2^{1-1} T^{1-c},
\]
\[
\sum_{t=1}^{T} ||g(x_t)||^2 \leq \frac{\sqrt{m} \varepsilon_3}{\gamma_0} \left(\frac{1}{T^{(1-c)/2}} + \frac{1}{2(1+c)/2} T^{(1-c)/2}\right),
\]
where \(\varepsilon_4 = \frac{4(d(X))^2}{\alpha_0 T^{1-c}} + G^2 \alpha_0 2^{1-1} T^{1-c}\).
From (23), we have
\[ 1 \leq \left(1 + \frac{P_T}{d(X)}\right)^\kappa \leq (1 + T)^\kappa, \]
which yield
\[ 2^{i_0 - 1} \leq \left(1 + \frac{P_T}{d(X)}\right)^\kappa \leq 2^{i_0}, \tag{71} \]
where \(i_0 = \lceil \kappa \log_2(1 + P_T/d(X)) \rceil + 1 \in [N].\)

Combining (69) and (71) yields
\[
\sum_{t=1}^{T} (\ell_t(x_{i_0,t}) - \ell_t(y_t)) \leq \frac{2}{\alpha_0} (d(X))^2 T^c \left(1 + \frac{P_T}{d(X)}\right)^{1-\kappa} + \frac{G^2 \alpha_0}{2(1-c)} T^{1-c} \left(1 + \frac{P_T}{d(X)}\right)^\kappa. \tag{72}
\]

Applying Lemma 3 to (33) and (34) yields
\[
\sum_{t=1}^{T} \ell_t(x_t) - \min_{x \in X} \left\{ \sum_{t=1}^{T} \ell_t(x_{i_0,t}) + \frac{1}{\beta} \ln \frac{1}{w_{i_0,1}} \right\} \leq \frac{\beta_0 (d(X))^2 T^c}{2},
\]
which implies
\[
\sum_{t=1}^{T} \ell_t(x_t) - \sum_{t=1}^{T} \ell_t(x_{i_0,t}) \leq \frac{\beta_0 (d(X))^2 T^c}{2} + \frac{1}{\beta_0} T^c \ln \frac{1}{w_{i_0,1}}. \tag{73}
\]
From \(w_{i_0,1} = \frac{N+1}{\kappa(i+1)} N,\) we have
\[
\ln \frac{1}{w_{i_0,1}} \leq \ln(i_0(i_0 + 1)) \leq 2 \ln(i_0 + 1) \leq 2 \ln(\lceil \kappa \log_2(1 + P_T/d(X)) \rceil). \tag{74}
\]
From (35) and that \(f_t(x)\) is convex as assumed in Assumption 1, we have
\[
\ell_t(x_t) - \ell_t(y_t) = \langle \nabla f_t(x_t), x_t - y_t \rangle \geq f_t(x_t) - f_t(y_t). \tag{75}
\]

From (72)–(75), we have
\[
\text{Reg}(x_{1:T}, y_{1:T}) \leq \frac{4}{\alpha_0} (d(X))^2 T^c \left(1 + \frac{P_T}{d(X)}\right)^{1-\kappa} + \frac{G^2 \alpha_0}{2(1-c)} T^{1-c} \left(1 + \frac{P_T}{d(X)}\right)^\kappa + \frac{\beta_0 (d(X))^2 T^{1-c}}{2} + \frac{2}{\beta_0} T^c \ln(\lceil \kappa \log_2(1 + P_T/d(X)) \rceil),
\]
which gives (37).

(ii) From (36), we have
\[
\varepsilon_{i,t} \leq \varepsilon_5, \quad \forall i \in [N], \tag{76}
\]
where \(\varepsilon_5 = \frac{\alpha_0 P_T}{\alpha_0 P_T + (1-c)^c} + \frac{\varepsilon_0^2 \kappa^2}{\alpha_0 T} + \frac{2 \varepsilon_0^2 \kappa^2}{\alpha_0 T} + \frac{2 \varepsilon_0^2 \kappa^2}{T^c} + 2 Gd(X).
\]

From \(\|g(x)\|_\infty\) is convex, (33), and (34), we have
\[
\sum_{t=1}^{T} ||g(x_t)||_\infty = \sum_{t=1}^{T} ||g(\sum_{i=1}^{N} w_{i,t} x_{i,t})||_\infty \leq \sum_{t=1}^{T} \sum_{i=1}^{N} ||g(x_{i,t})||_\infty \leq \sum_{i=1}^{N} \sum_{t=1}^{T} ||g(x_{i,t})||_\infty \leq \sum_{i=1}^{N} \sum_{t=1}^{T} \|g(x_{i,t})\|_\infty. \tag{77}
\]

From (70), (76), and (77), we have
\[
\sum_{t=1}^{T} ||g(x_t)||_\infty \leq \sum_{i=1}^{N} \sqrt{\frac{m_0 2^{i-1} \varepsilon_5}{\gamma_0}} \left( T^{(1-c)/2} + \frac{1}{1-c} T^{(1-c)/2} \right) \leq \sum_{i=1}^{N} \frac{m_0 2^N \varepsilon_5}{\gamma_0 (\sqrt{2} - 1)} \left( T^{(1-c)/2} + \frac{1}{1-c} T^{(1-c)/2} \right) \leq \frac{2\sqrt{m_0 \varepsilon_5}}{\gamma_0 (\sqrt{2} - 1)} (T+1)^{\kappa/2} \left( T^{(1-c)/2} + \frac{1}{1-c} T^{(1-c)/2} \right),
\]
which yields (38).