**Abstract**

Games are abstractions of the real world, where artificial agents learn to compete and cooperate with other agents. While significant achievements have been made in various perfect- and imperfect-information games, DouDizhu (a.k.a. Fighting the Landlord), a three-player card game, is still unsolved. DouDizhu is a very challenging domain with competition, collaboration, imperfect information, large state space, and particularly a massive set of possible actions where the legal actions vary significantly from turn to turn. Unfortunately, modern reinforcement learning algorithms mainly focus on simple and small action spaces, and not surprisingly, are shown not to make satisfactory progress in DouDizhu. In this work, we propose a conceptually simple yet effective DouDizhu AI system, namely DouZero, which enhances traditional Monte-Carlo methods with deep neural networks, action encoding, and parallel actors. Starting from scratch in a single server with four GPUs, DouZero outperformed all the existing DouDizhu AI programs in days of training and was ranked the first in the Botzone leaderboard among 344 AI agents. Through building DouZero, we show that classic Monte-Carlo methods can be made to deliver strong results in a hard domain with a complex action space. The code and an online demo are released with the hope that this insight could motivate future work.

1. **Introduction**

Games often serve as benchmarks of AI since they are abstractions of many real-world problems. Significant achievements have been made in perfect-information games. For example, AlphaGo (Silver et al., 2016), AlphaZero (Silver et al., 2018) and MuZero (Schrittwieser et al., 2020) have established state-of-the-art performance on Go game. Recent research has evolved to more challenging imperfect-information games, where the agents compete or cooperate with others in a partially observable environment. Encouraging progress has been made from two-player games, such as simple Leduc Hold’em and limit/no-limit Texas Hold’em (Zinkevich et al., 2008; Heinrich & Silver, 2016; Moravčík et al., 2017; Brown & Sandholm, 2018), to multi-player games, such as multi-player Texas hold’em (Brown & Sandholm, 2019b), Starcraft (Vinyals et al., 2019), DOTA (Berner et al., 2019), Hanabi (Lerer et al., 2020), Mahjong (Li et al., 2020a), Honor of Kings (Ye et al., 2020b;a), and No-Press Diplomacy (Gray et al., 2020).

This work aims at building AI programs for DouDizhu (a.k.a. Fighting the Landlord), the most popular card game in China with hundreds of millions of daily active players. DouDizhu has two interesting properties that pose great challenges for AI systems. First, the players in DouDizhu need to both compete and cooperate with others in a partially observable environment with limited communication. Specifically, two Peasants players will play as a team to fight against the Landlord player. Popular algorithms for poker games, such as Counterfactual Regret Minimization (CFR) (Zinkevich et al., 2008)) and its variants, are often not sound in this complex three-player setting. Second, DouDizhu has a large number of information sets with a very large average size and has a very complex and large action space of up to $10^4$ possible actions due to combinations of cards (Zha et al., 2019a). Unlike Texas Hold’em, the actions in DouDizhu can not be easily abstracted, which makes search computationally expensive and commonly used reinforcement learning algorithms less effective. Deep Q-Learning (DQN) (Mnih et al., 2015) is problematic in very large action space due to overestimating issue (Zahavy et al., 2018); policy gradient methods, such as A3C (Mnih et al., 2016), cannot leverage the action features in DouDizhu, and thus cannot generalize over unseen actions as naturally as DQN (Dulac-Arnold et al., 2015). Not surprisingly, previous work shows that DQN and A3C can not make satisfactory progress in DouDizhu. In (You et al., 2019), DQN and A3C are shown to have less than 20% winning percentage against
simple rule-based agents even with twenty days of training; the DQN in (Zha et al., 2019a) is only slightly better than random agents that sample legal moves uniformly.

Some previous efforts have been made to build DouDizhu AI by combining human heuristics with learning and search. Combination Q-Network (CQN) (You et al., 2019) proposes to reduce the action space by decoupling the actions into decomposition selection and final move selection. However, decomposition relies on human heuristics and is extremely slow. In practice, CQN can not even beat simple heuristic rules after twenty days of training. DeltaDou (Jiang et al., 2019) is the first AI program that reaches human-level performance compared with top human players. It enables an AlphaZero-like algorithm by using Bayesian methods to infer hidden information and sampling the other players’ actions based on their own policy networks. To abstract the action space, DeltaDou pre-trains a kicker network based on heuristic rules. However, the kicker plays an important role in DouDizhu and can not be easily abstracted. A bad selection of the kicker may directly result in losing a game since it may break some other card categories, e.g., a Chain of Solo. Moreover, the Bayesian inference and the search are computationally expensive. It takes more than two months to train DeltaDou even when initializing the networks with supervised regression to heuristics (Jiang et al., 2019). Therefore, the existing DouDizhu AI programs are computationally expensive and could be sub-optimal since they highly rely on abstractions with human knowledge.

In this work, we present DouZero, a conceptually simple yet effective AI system for DouDizhu without the abstraction of the state/action space or any human knowledge. DouZero enhances traditional Monte-Carlo methods (Sutton & Barto, 2018) with deep neural networks, action encoding, and parallel actors. DouZero has two desirable properties. First, unlike DQN, it is not susceptible to overestimation bias. Second, by encoding the actions into card matrices, it can naturally generalize over the actions that are not frequently seen throughout the training process. Both of these two properties are crucial in dealing with the huge and complex action space of DouDizhu. Unlike many tree search algorithms, DouZero is based on sampling, which allows us to use complex neural architectures and generate much more data per second, given the same computational resources. Unlike many prior poker AI studies that rely on domain-specific abstractions, DouZero does not require any domain knowledge or knowledge of the underlying dynamics. Trained from scratch in a single server with only 48 cores and four 1080Ti GPUs, DouZero outperforms CQN and the heuristic rules in half a day, beats our internal supervised agents in two days, and surpasses DeltaDou in ten days. Extensive evaluations suggest that DouZero is the strongest DouDizhu AI system up to date.

Through building DouZero system, we demonstrate that classical Monte-Carlo methods can be made to deliver strong results in large-scale and complex card games that need to reason about both competing and cooperation over huge state and action spaces. We note that some work also discovers that Monte-Carlo methods can achieve competitive performance (Mania et al., 2018; Zha et al., 2021a) and help in sparse rewards settings (Guo et al., 2018; Zha et al., 2021b). Unlike these studies that focus on simple and small environments, we demonstrate the strong performance of Monte-Carlo methods on a large-scale card game. With the hope that this insight could facilitate future research on tackling multi-agent learning, sparse reward, complex action spaces, and imperfect information, we have released our environment and the training code. Unlike many Poker AI systems that require thousands of CPUs in training, e.g., DeepStack (Moravčík et al., 2017) and Libratus (Brown & Sandholm, 2018), DouZero enables a reasonable experimental pipeline, which only requires days of training on a single GPU server that is affordable for most research labs. We hope that it could motivate future research in this domain and serve as a strong baseline.

2. Background of DouDizhu

DouDizhu is a popular three-player card game that is easy to learn but difficult to master. It has attracted hundreds of millions of players in China, with many tournaments held every year. It is a shedding-type game where the player’s objective is to empty one’s hand of all cards before other players. Two of the Peasants players play as a team to fight against the other Landlord player. The Peasants win if either of the Peasants players is the first to have no cards left. Each game has a bidding phase, where the players bid for the Landlord based on the strengths of the hand cards, and a card-playing phase, where the players play cards in turn. We provide a detailed introduction in Appendix A.

DouDizhu is still an unsolved benchmark for multi-agent reinforcement learning (Zha et al., 2019a; Terry et al., 2020). Two interesting properties make DouDizhu particularly challenging to solve. First, the Peasants need to cooperate in fighting against the Landlord. For example, Figure 10 shows a typical situation where the bottom Peasant can choose to play a small Solo to help the Peasant on the right-hand side to win. Second, DouDizhu has a complex and large action space.
3. Deep Monte-Carlo

In this section, we revisit Monte-Carlo (MC) methods and introduce Deep Monte-Carlo (DMC), which generalizes MC with deep neural networks for function approximation. Then we discuss and compare DMC with policy gradient methods (e.g., A3C) and DQN, which are shown to fail in DouDizhu (You et al., 2019; Zha et al., 2019a).

3.1. Monte-Carlo Methods with Deep Neural Networks

Monte-Carlo (MC) methods are traditional reinforcement learning algorithms based on averaging sample returns (Sutton & Barto, 2018). MC methods are designed for episodic tasks, where experiences can be divided into episodes and all the episodes eventually terminate. To optimize a policy \( \pi \), every-visit MC can be used to estimate Q-table \( Q(s, a) \) by iteratively executing the following procedure:

1. Generate an episode using \( \pi \).
2. For each \( s, a \) appeared in the episode, calculate and update \( Q(s, a) \) with the return averaged over all the samples concerning \( s, a \).
3. For each \( s \) in the episode, \( \pi(s) \leftarrow \arg \max_a Q(s, a) \).

The average return in Step 2 is usually obtained by the discounted cumulative reward. Different from Q-learning that relies on bootstrapping, MC methods directly approximate the target Q-value. In step 1, we can use epsilon-greedy to balance exploration and exploitation. The above procedure can be naturally combined with deep neural networks, which leads to Deep Monte-Carlo (DMC). Specifically, we can replace the Q-table with a neural network and use mean-square-error (MSE) to update the Q-network in Step 2.

While MC methods are criticized not to be able to deal with incomplete episodes and believed to be inefficient due to the high variance (Sutton & Barto, 2018), DMC is very suitable for DouDizhu. First, DouDizhu is an episodic task so that we do not need to handle incomplete episodes. Second, DMC can be easily parallelized to efficiently generate many samples per second to alleviate the high variance issue.

3.2. Comparison with Policy Gradient Methods

Policy gradients methods, such as REINFORCE (Williams, 1992), A3C (Mnih et al., 2016), PPO (Schulman et al., 2017), and IMPALA (Espeholt et al., 2018), are very popular for reinforcement learning. They target modeling and optimizing the policy directly with gradient descent. In policy gradient methods, we often use a classifier-like function approximator, where the output scales linearly with the number of actions. While policy gradients methods work well in large action space, they cannot use the action features to reason about previously unseen actions (Dulac-Arnold et al., 2015). In practice, the actions in DouDizhu can be naturally encoded into card matrices, which are crucial for reasoning. For example, if the agent is rewarded by the action 3EJKK because it chooses a nice kicker, it could also generalize this knowledge to unseen actions in the future, such as 3JJJ. This property is crucial in dealing with very large action spaces and accelerating the learning since many of the actions are not frequently seen in the simulated data.
DMC can naturally leverage the action features to generalize over unseen actions by taking as input the action features. While it might have high execution complexity if the action size is large, in most states of DouDizhu, only a subset of the actions is legal, so that we do not need to iterate over all the actions. Thus, DMC is overall an efficient algorithm for DouDizhu. While it is possible to introduce action features into an actor-critic framework (e.g., by using a Q-network as the critic), the classifier-like actor will still suffer from the large action space. Our preliminary experiments confirm that this strategy is not very effective (see Figure 7).

3.3. Comparison with Deep Q-Learning

The most popular value-based algorithm is Deep Q-Learning (DQN) (Mnih et al., 2015), which is a bootstrapping method that updates the Q-value based on the Q-values in the next step. While both DMC and DQN approximate the Q-values, DMC has several advantages in DouDizhu.

First, the overestimation bias caused by approximating the maximum action value in DQN is difficult to control when using function approximation (Thrun & Schwartz, 1993; Hasselt, 2010) and becomes more pronounced with very large action space (Zahavy et al., 2018). While some techniques, such as double Q-learning (van Hasselt et al., 2016) and experience replay (Lin, 1992), might alleviate this issue, we find in practice that DQN is very unstable and often diverges in DouDizhu. Whereas, Monte-Carlo estimation is not susceptible to bias since it directly approximates the true values without bootstrapping (Sutton & Barto, 2018).

Second, DouDizhu is a task with long horizons and sparse reward, i.e., the agent will need to go through a long chain of states without feedback, and the only time a nonzero reward is incurred is at the end of a game. This may slow down the convergence of Q-learning because estimating the Q-value in the current state needs to wait until the value in the next state gets close to its true value (Szepesvári, 2009; Belezny et al., 1999). Unlike DQN, the convergence of Monte-Carlo estimation is not impacted by the episode length since it directly approximates the true target values.

Third, it is inconvenient to efficiently implement DQN in DouDizhu due to the large and variable action space. Specifically, the max operation of DQN in every update step will cause high computation cost since it requires iterating across all the legal actions on a very costly deep Q-network. Moreover, the legal moves differ in different states, which makes it inconvenient to do batch learning. As a result, we find DQN is too slow in terms of wall-clock time. While Monte-Carlo methods might suffer from high variance (Sutton & Barto, 2018), which means it might require more samples to converge, it can be easily parallelized to generate thousands of samples per second to alleviate the high variance issue and accelerate training. We find that the high variance of DMC is greatly outweighed by the scalability it provides, and DMC is very efficient in wall-clock time.

4. DouZero System

In this section, we introduce DouZero system by first describing the state/action representations and neural architecture and then elaborating on how we parallelize DMC with multiple processes to stabilize and accelerate training.

4.1. Card Representation and Neural Architecture

We encode each card combination with a one-hot $4 \times 15$ matrix (Figure 2). Since suits are irrelevant in DouDizhu, we use each row to represent the number of cards of a specific rank or joker. Figure 3 shows the architecture of the Q-network. For the state, we extract several card matrices to represent the hand cards, the union of the other players’ hand cards and the most recent moves, and some one-hot vectors to represent the number of cards of the other players and the number of bombs played so far. Similarly, we use one card matrix to encode the action. For the neural architecture, LSTM is used to encode historical moves, and the output is concatenated with the other state/action features. Finally, we use six layers of MLP with a hidden size of 512 to produce Q-values. We provide more details in Appendix C.1.

4.2. Parallel Actors

We denote Landlord as L, the player that moves before the Landlord as U, and the player that moves after the Landlord as D. We parallelize DMC with multiple actor processes and one learner process, summarized in Algorithm 1 and Algorithm 2, respectively. The learner maintains three global Q-networks for the three positions and updates the networks with MSE loss to approximate the target values based on the data provided by the actor processes. Each actor maintains three local Q-networks, which are synchronized with the global networks periodically. The actor will repeatedly sample trajectories from the game engine and calculate cumulative reward for each state-action pair. The communication of learner and actors are implemented with three shared buffers. Each buffer is divided into several entries, where each entry consists of several data instances.

5. Experiments

The experiments are designed to answer the following research questions. RQ1: How does DouZero compare with existing DouDizhu programs, such as rule-based strategies, supervised learning, RL-based methods, and MCTS-based solutions (Section 5.2)? RQ2: How will DouZero perform if we consider bidding phase (Section 5.3)? RQ3: How efficient is the training of DouZero (Section 5.4)? RQ4: How does DouZero compare with bootstrapping and actor critic
We consider the following competing algorithms.

**Algorithm 1** Actor Process of DouZero

1: **Input:** Shared buffers $B_L$, $B_U$ and $B_D$ with $B$ entries and size $S$ for each entry, exploration hyperparameter $\epsilon$, discount factor $\gamma$
2: Initialize local Q-networks $Q_L$, $Q_U$ and $Q_D$, and local buffers $D_L$, $D_U$ and $D_D$
3: for iteration = 1, 2, ... do
4: Synchronize $Q_L$, $Q_U$ and $Q_D$ with the learner process
5: for $t = T-1, T-2, ... 1$ do
6: $Q \leftarrow$ one of $Q_L$, $Q_U$, $Q_D$ based on position
7: $a_t \leftarrow \begin{cases} \arg \max_a Q(s_t, a) & \text{with prob } (1-\epsilon) \\ \text{random action} & \text{with prob } \epsilon \end{cases}$
8: Store $s_t, a_t, r_t$ to $D_L, D_U, D_D$ accordingly
9: $r_t \leftarrow r_t + \gamma r_{t+1}$ and update $r_t$ in $D_L, D_U, D_D$
10: end for
11: for $p \in \{L, U, D\}$ do > Optimized by multi-thread
12: if $D_p, \text{length} \geq L$ then
13: Request and wait for an empty entry in $B_p$
14: Move $\{s_t, a_t, r_t\}$ of size $L$ from $D_p$ to $B_p$
15: end if
16: end for
17: end for
18: end for

**Algorithm 2** Learner Process of DouZero

1: **Input:** Shared buffers $B_L$, $B_U$ and $B_D$ with $B$ entries and size $S$ for each entry, batch size $M$, learning rate $\psi$
2: Initialize Q-networks $Q_L^r$, $Q_U^r$ and $Q_D^r$
3: for iteration = 1, 2, ... until convergence do
4: for $p \in \{L, U, D\}$ do > Optimized by multi-thread
5: if the number of full entries in $B_p \geq M$ then
6: Sample a batch of $\{s_t, a_t, r_t\}$ with $M \times S$ instances from $B_p$ and free the entries
7: Update $Q_p^r$ with MSE loss and learning rate $\psi$
8: end if
9: end for
10: end for

methods (Section 5.5)? **RQ5:** Does the learned card playing strategies of DouZero align with human knowledge (Section 5.6)? **RQ6:** Is DouZero computationally efficient in inference compared with existing programs (Section 5.7)? **RQ7:** Can the two Peasants of DouZero learn to cooperate with each other (Section 5.8)?

### 5.1. Experimental Setup

A commonly used measure of strategy strength in poker games is exploitability (Johnson et al., 2011). However, in DouDizhu, calculating exploitability itself is intractable since DouDizhu has huge state/action spaces, and there are three players. To evaluate the performance, following (Jiang et al., 2019), we launch tournaments that include the two opponent sides of Landlord and Peasants. We reduce the variance by playing each deck twice. Specifically, for two competing algorithms $A$ and $B$, they will first play as Landlord and Peasants positions, respectively, for a given deck. Then they switch sides, i.e., $A$ takes Peasants position, and $B$ takes Landlord position, and play the same deck again. To simulate the real environment, in Section 5.3, we further train a bidding network with supervised learning, and the agents will bid the Landlord in each game based on the strengths of the hand cards (more details in Appendix C.2). We consider the following competing algorithms.

- **DeltaDou:** A strong AI program which uses Bayesian methods to infer hidden information and searches the moves with MCTS (Jiang et al., 2019). We use the code and the pre-trained model provided by the authors. The model is trained for two months and is shown to have on par performance with top human players.
- **CQN:** Combinational Q-Learning (You et al., 2019) is a program based on card decomposition and Deep Q-Learning. We use the open-sourced code and the pre-trained model provided by the authors.
- **SL:** A supervised learning baseline. We internally collect 226, 230 human expert matches from the players of the highest level in league in our DouDizhu game mobile app. Then we use the same state representation and neural architecture as DouZero to train supervised agents with 49, 990, 075 samples generated from these data. See Appendix C.2 for more details.
- **Rule-Based Programs:** We collect some open-sourced heuristic-based programs, including RHCP$$^4$$, an improved version called RHCP$$^v$$2$$^5$$, and the rule model in RLCard$$^6$$ package (Zha et al., 2019a). In addition, we consider a Random program that samples legal moves uniformly.

**Metrics.** Following (Jiang et al., 2019), given an algorithm $A$ and an opponent $B$, we use two metrics to compare the performance of $A$ and $B$:

- **WP (Winning Percentage):** The number of the games won by $A$ divided by the total number of games.

---


---
Table 1. Performance of DouZero against existing DouDizhu programs by playing 10,000 randomly sampled decks. Algorithm A outperforms B if WP is larger than 0.5 or ADP is larger than 0 (highlighted in boldface). The algorithms are ranked according to the number of the other algorithms that beat them. The full results of each position are provided in Appendix D.1.

<table>
<thead>
<tr>
<th>Rank</th>
<th>A</th>
<th>B</th>
<th>DouZero</th>
<th>DeltaDou</th>
<th>SL</th>
<th>RHCp-v2</th>
<th>RHCp</th>
<th>RLcard</th>
<th>CQN</th>
<th>Random</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>WP</td>
<td>ADP</td>
<td>WP</td>
<td>ADP</td>
<td>WP</td>
<td>ADP</td>
<td>WP</td>
<td>ADP</td>
<td>WP</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>-</td>
<td>0.586</td>
<td>0.258</td>
<td>0.659</td>
<td>0.700</td>
<td>0.757</td>
<td>1.662</td>
<td>0.764</td>
<td>1.671</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>-</td>
<td>0.414</td>
<td>-0.258</td>
<td>-</td>
<td>-</td>
<td>0.617</td>
<td>0.653</td>
<td>0.748</td>
<td>1.500</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>SL</td>
<td>0.341</td>
<td>-0.700</td>
<td>0.396</td>
<td>-0.653</td>
<td>-</td>
<td>-</td>
<td>0.611</td>
<td>0.853</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>RHCp-v2</td>
<td>0.243</td>
<td>-1.662</td>
<td>0.257</td>
<td>-1.500</td>
<td>0.389</td>
<td>-0.853</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>RHCp</td>
<td>0.236</td>
<td>-1.671</td>
<td>0.253</td>
<td>-1.514</td>
<td>0.369</td>
<td>-0.886</td>
<td>0.485</td>
<td>-0.052</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>RLcard</td>
<td>0.111</td>
<td>-2.288</td>
<td>0.124</td>
<td>-2.459</td>
<td>0.187</td>
<td>-1.821</td>
<td>0.309</td>
<td>-1.121</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>CQN</td>
<td>0.190</td>
<td>-1.685</td>
<td>0.216</td>
<td>-1.534</td>
<td>0.306</td>
<td>-1.037</td>
<td>0.379</td>
<td>-0.714</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>Random</td>
<td>0.011</td>
<td>-3.036</td>
<td>0.008</td>
<td>-3.099</td>
<td>0.024</td>
<td>-2.721</td>
<td>0.033</td>
<td>-2.631</td>
</tr>
</tbody>
</table>

- ADP (Average Difference in Points): The average difference of points scored per game between A and B. The base point is 1. Each bomb will double the score.

We find in practice that these two metrics encourage different styles of strategies. For example, if using ADP as reward, the agent tends to be very cautious about playing bombs since playing a bomb is risky and may lead to larger ADP loss. In contrast, with WP as objective, the agent tends to aggressively play bombs even if it will lose because a bomb will not affect WP. We observe that the agent trained with ADP performs slightly better than the agent trained with WP in terms of ADP and vice versa. In what follows, we train and report the results of two DouZero agents with ADP and WP as objectives, respectively\(^7\). More discussions of the two objectives are provided in Appendix D.2.

We first launch a preliminary tournament by letting each pair of the algorithms play 10,000 decks. We then compute the Elo rating score for the top 3 algorithms for a more reliable comparison, i.e., DouZero, DeltaDou, and SL, by playing 100,000 decks. An algorithm wins a deck if it achieves higher WP or ADP summed over the two games played on this deck. We repeat this process five times with different randomly sampled decks and report the mean and standard deviation of the Elo scores. For the evaluation with the bidding phase, each deck is played six times with different perturbations of DouZero, DeltaDou, and SL in different positions. We report the result with 100,000 decks.

**Implementation Details.** We run all the experiments on a single server with 48 processors of Intel(R) Xeon(R) Silver 4214R CPU @ 2.40GHz and four 1080 Ti GPUs. We use 45 actors, which are allocated across three GPUs. We run a learner in the remaining GPU to train the Q-networks. Our implementation is based on TorchBeast framework (Küttler et al., 2019). The detailed training curves are provided in Appendix D.5. Each shared buffer has $B = 50$ entries with size $S = 100$, batch size $M = 32$, and $\epsilon = 0.01$. We set discount factor $\gamma = 1$ since DouDizhu only has a nonzero reward in the last timestep and early moves are very important. We use ReLU as the activation function for each layer of MLP. We adopt RMSprop optimizer with a learning rate $\psi = 0.0001$, smoothing constant $0.09$ and $\epsilon = 10^{-5}$. We train DouZero for 30 days.

5.2. Performance against Existing Programs

To answer RQ1, we compare DouZero with the baselines offline and report its result on Botzone (Zhou et al., 2018), an online platform for DouDizhu competition. DouZero ranked the first among the 344 bots, achieving an Elo rating score of 1625.11 as of October 30, 2020.

Appendix D.5. Each shared buffer has $B = 50$ entries with size $S = 100$, batch size $M = 32$, and $\epsilon = 0.01$. We set discount factor $\gamma = 1$ since DouDizhu only has a nonzero reward in the last timestep and early moves are very important. We use ReLU as the activation function for each layer of MLP. We adopt RMSprop optimizer with a learning rate $\psi = 0.0001$, smoothing constant $0.09$ and $\epsilon = 10^{-5}$. We train DouZero for 30 days.

Table 1 summarizes the WP and ADP of head-to-head competitions among DouZero and all the baselines. We make three observations. First, DouZero dominates all the rule-based strategies and supervised learning, which demonstrates the effectiveness of adopting reinforcement learning in DouDizhu. Second, DouZero achieves significantly better performance than CQN. Recall that CQN similarly trains the Q-networks with action decomposition and DQN. The superiority of DouZero suggests that DMC is indeed an effective way to train the Q-networks in DouDizhu. Third, DouZero outperforms DeltaDou, the strongest DouDizhu

---

\(^7\)For WP, we give a +1 or -1 reward to the final timestep based on whether the agent wins or loses a game. For ADP, we directly use ADP as the rewards. DeltaDou and CQN were trained with ADP and WP as objectives, respectively.
AI in the literature. We note that DouDizhu has very high variance, i.e., to win a game relies on the strength of the initial hand card, which is highly dependent on luck. Thus, a WP of 0.586 and an ADP of 0.258 suggest a significant improvement over DeltaDou. Moreover, DeltaDou requires searching at both training and testing time. Whereas, DouZero does not do the searching, which verifies that the Q-networks learned by DouZero are very strong.

The left-hand side of Figure 4 shows the Elo rating scores of DouZero, DeltaDou, and SL by playing 100,000 decks. We observe that DouZero outperforms DeltaDou and SL in terms of both WP and ADP significantly. This again demonstrates the strong performance of DouZero.

The right-hand side of Figure 4 illustrates the performance of DouZero on Botzone leaderboard. We note that Botzone adopts a different scoring mechanism. In addition to WP, it gives additional bonuses to some specific card categories, such as Chain of Pair and Rocket (detailed in Appendix E). While it is very likely that DouZero can achieve better performance if using the scoring mechanism of Botzone as the objective, we directly upload the pre-trained model of DouZero that is trained with WP as objective. We observe that this model is strong enough to beat the other bots.

5.3. Comparison with Bidding Phase
To investigate RQ2, we train a bidding network with supervised learning using human expert data. We place the top-3 algorithms, i.e., DouZero, DeltaDou, and SL, into the three seats of a DouDizhu game. In each game, we randomly choose the first bidder and simulate the bidding phase with the pre-trained bidding network. The same bidding network is used for all three algorithms for a fair comparison. The results are summarized in Table 2. Although DouZero is trained on randomly generated decks without the bidding network, we observe that DouZero dominates the other two algorithms in both WP and ADP. This demonstrates the applicability of DouZero in real-world competitions where the bidding phase needs to be considered.

5.4. Analysis of Learning Progress
To study RQ3, we visualize the learning progress of DouZero in Figure 5. We use SL and DeltaDou as opponents to draw the curves of WP and ADP w.r.t. the number of training days. We make two observations as follows. First, DouZero outperforms SL in one day and two days of training in terms of WP and ADP, respectively. We note that DouZero and SL use the exactly same neural architecture for training. Thus, we attribute the superiority of DouZero to self-play reinforcement learning. While SL also performs well, it relies on a large amount of data, which is not flexible and could limit its performance. Second, DouZero outperforms DeltaDou in three days and ten days of training in terms of WP and ADP, respectively. We note that DeltaDou is initialized with supervised learning on heuristics and is trained for more than two months. Whereas, DouZero starts from scratch and only needs days of training to beat DeltaDou. This suggests that model-free reinforcement learning without search is indeed effective in DouDizhu.

Table 2. Comparison of DouZero, DeltaDou and SL with the bidding phase by playing 100,000 randomly sampled decks.

<table>
<thead>
<tr>
<th></th>
<th>DouZero</th>
<th>DeltaDou</th>
<th>SL</th>
</tr>
</thead>
<tbody>
<tr>
<td>WP</td>
<td>0.580</td>
<td>0.461</td>
<td>0.381</td>
</tr>
<tr>
<td>ADP</td>
<td>0.323</td>
<td>-0.004</td>
<td>-0.320</td>
</tr>
</tbody>
</table>
We also find that all three settings show similar sample efficiency. We further analyze the learning speed when using different algorithms on Expert Data. Figure 7 shows the results of SARSA and Actor-Critic with a single run. First, we do not observe a clear benefit of using TD learning. We observe that DMC learns slightly faster than SARSA in wall-clock time and sample efficiency. The possible reason is that TD learning will not help much in the sparse reward setting. We believe more studies are needed to understand when TD learning will help. Second, we observe the Actor-Critic fails. This suggests that simply adding action features to the critic may not be enough to resolve the complex action space issue. In the future, we will investigate whether we can effectively incorporate action features into the actor-critic framework.

5.6. Analysis of DouZero on Expert Data

For RQ5, we calculate the accuracy of DouZero on the human data throughout the training process. We report the model trained with ADP as objective since the game app from which the human data is collected also adopts ADP. Figure 8 shows the results. We make two interesting observations as follows. First, at the early stages, i.e., the first five days of training, the accuracy keeps improving. This suggests that the agents may have learned some strategies that align with human expertise with purely self-play. Second, after five days of training, the accuracy decreases dramatically. We note that the ADP against SL is still improving after five days. This suggests that the agents may have discovered some novel and stronger strategies that humans cannot easily discover, which again verifies the effectiveness of self-play reinforcement learning.

5.7. Comparison of Inference Time

To answer RQ6, we report the average inference time per step in Figure 9. For a fair comparison, we evaluate all the algorithms on the CPU. We observe that DouZero is orders of magnitude faster than DeltaDou, CQN, RHCP, and RHCP-v2. This is expected since DeltaDou needs to perform a large number of Monte Carlo simulations, and CQN, RHCP, and RHCP-v2 require expensive card decomposition. Whereas, DouZero only performs one forward pass of neural networks in each step. The efficient inference of DouZero enables us to generate a large number of samples per second for reinforcement learning. It also makes it affordable to deploy the models in real-world applications.

5.8. Case Study

To investigate RQ7, we conduct case studies to understand the decisions made by DouZero. We dump the logs of the competitions from Botzone and visualize the top actions with their predicted Q-values. We provide most of the case studies, including both good and bad cases, in Appendix F.
Figure 10. A case study dumped from Botzone, where the three players play cards in counter-clockwise order. The Peasant agent learns to play small Solo to cooperate with the other Peasant to win the game. Note that the other players’ hands are showed face up solely for better visualization but are hidden in the real game. More case studies are provided in Appendix F.

Figure 10 shows a typical case when the two Peasants can cooperate to beat the Landlord. The Peasant on the right-hand side only has one card left. Here, the Peasant at the bottom can play a small Solo to help the other Peasant win. When looking into the top three actions predicted by DouZero, we make two interesting observations. First, we find that all the top actions outputted by DouZero are small Solos with high confidence to win, suggesting that the two Peasants of DouZero may have learned to cooperate. Second, the predicted Q-value of action 4 (0.808) is much lower than that of action 3 (0.971). A possible explanation is that there is still a 4 out there, so that playing 4 may not necessarily help the Peasant win. In practice, in this specific case, the other Peasant’s only card is not higher than 4 in rank. Overall, action 3 is indeed the best move in this case.

6. Related Work

Search for Imperfect-Information Games. Counterfactual Regret Minimization (CFR) (Zinkevich et al., 2008) is a leading iterative algorithm for poker games, with many variants (Lanctot et al., 2009; Gibson et al., 2012; Bowling et al., 2015; Moravčík et al., 2017; Brown & Sandholm, 2018; 2019a; Brown et al., 2019; Lanctot et al., 2019; Li et al., 2020b). However, traversing the game tree of DouDizhu is computationally intensive since it has a huge tree with a large branching factor. Moreover, most of the prior studies focus on zero-sum settings. While some efforts have been devoted to addressing the cooperative settings, e.g., with blueprint policy (Lerer et al., 2020), it remains challenging to reason about both competing and cooperation. Thus, DouDizhu has not seen an effective CFR-like solution.

RL for Imperfect-Information Games. Recent studies show that Reinforcement Learning (RL) can achieve competitive performance in poker games (Heinrich et al., 2015; Heinrich & Silver, 2016; Lanctot et al., 2017). Unlike CFR, RL is based on sampling so that it can easily generalize to large-scale games. RL has been successfully applied in some complex imperfect-information games, such as Starcraft (Vinyals et al., 2019), DOTA (Berner et al., 2019) and Mahjong (Li et al., 2020a). More recently, RL+search is explored and shown to be effective in poker games (Brown et al., 2020). DeltaDou adopts a similar idea, which first infers the hidden information and then uses MCTS to combine RL with search in DouDizhu (Jiang et al., 2019). However, DeltaDou is computationally expensive and heavily relies on human expertise. In practice, even without search, our DouZero outperforms DeltaDou in days of training.

7. Conclusions and Future Work

This work presents a strong AI system for DouDizhu. Some unique properties make DouDizhu particularly challenging to solve, e.g., huge state/action space and reasoning about both competing and cooperation. To address these challenges, we enhance classic Monte-Carlo methods with deep neural networks, action encoding, and parallel actors. This leads to a pure RL solution, namely DouZero, which is conceptually simple yet effective and efficient. Extensive evaluations demonstrate that DouZero is the strongest AI program for DouDizhu up to date. We hope the insight that simple Monte-Carlo methods can lead to strong policies in such a hard domain will motivate future research.

For future work, we will explore the following directions. First, we plan to try other neural architectures, such as convolutional neural networks and ResNet (He et al., 2016). Second, we will involve bidding in the loop for reinforcement learning. Third, we will combine DouZero with search at training and/or test time as in (Brown et al., 2020), and study how to balance RL and search. Fourth, we will explore off-policy learning to improve the training efficiency. Specifically, we will study whether and how we can improve the wall-clock time and the sample efficiency with experience replay (Lin, 1992; Zhang & Sutton, 2017; Zha et al., 2019b; Fedus et al., 2020). Fifth, we will try explicitly modeling collaboration of the Peasants (Panait & Luke, 2005; Foerster et al., 2016; Raileanu et al., 2018; Lai et al., 2020). Sixth, we plan to try scalable frameworks, such as SEED RL (Espeholt et al., 2019). Last but not least, we will test the applicability of Monte-Carlo methods on other tasks.
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