
Fused Acoustic and Text Encoding for
Multimodal Bilingual Pretraining and Speech Translation

Renjie Zheng * 1 Junkun Chen * 2 Mingbo Ma 1 Liang Huang 1 2

Abstract
Recently, representation learning for text and
speech has successfully improved many language
related tasks. However, all existing methods suf-
fer from two limitations: (a) they only learn from
one input modality, while a unified representation
for both speech and text is needed by tasks such
as end-to-end speech translation, and as a result,
(b) they can not exploit various large-scale text
and speech data and their performance is limited
by the scarcity of parallel speech translation data.
To address these problems, we propose a Fused
Acoustic and Text Masked Language Model (FAT-
MLM) which jointly learns a unified representa-
tion for both acoustic and text input from vari-
ous types of corpora including parallel data for
speech recognition and machine translation, and
even pure speech and text data. Within this cross-
modal representation learning framework, we fur-
ther present an end-to-end model for Fused Acous-
tic and Text Speech Translation (FAT-ST). Experi-
ments on three translation directions show that by
fine-tuning from FAT-MLM, our proposed speech
translation models substantially improve transla-
tion quality by up to +5.9 BLEU.

1. Introduction
In recent years, task-agnostic text representation learn-
ing (Peters et al., 2018; Devlin et al., 2019; Sun et al.,
2019) has attracted much attention in the NLP community
due to its strong performance to many downstream tasks.
More recently, unsupervised speech representation learning
(Baevski et al., 2020; Chen et al., 2020; Liu et al., 2020a)
also successfully improved many speech related tasks, such
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Figure 1. The quality of end-to-end speech translation models has
been limited by the scarcity of speech translation datasets. How-
ever, there is an abundance of datasets for speech, text, speech
recognition, and machine translation data that can be leveraged.

as speech recognition and speech translation.

However all these existing methods can only handle one
modality, either text or speech, while joint acoustic and text
representation is desired for many end-to-end spoken lan-
guage processing tasks, such as spoken question answering
(Chuang et al., 2019) and end-to-end speech-to-text trans-
lation (Liu et al., 2020b). For example, end-to-end speech
translation (ST) is desired due to its advantages over the
pipeline paradigm, such as low latency, alleviation of er-
ror propagation, and fewer parameters (Weiss et al., 2017;
Bérard et al., 2018; Jia et al., 2019; Sperber et al., 2017;
Zheng et al., 2020; Chen et al., 2021). However, its transla-
tion quality is limited by the scarcity of large-scale parallel
speech translation data while there exists sufficient data for
speech recognition and text machine translation (Fig. 1). It
would be helpful if source speech and bilingual text can be
encoded into a unified representation via abundant speech
recognition and text machine translation data. Liu et al.
(2020b) show that jointly training a multi-modal ST encoder
can largely improve the translation quality. However, their
proposed representation learning method is constrained to
the sequence-to-sequence framework and there is no experi-
ment showing whether their proposed method can benefit
from extra speech recognition and machine translation data.

Inspired by recent cross-lingual language model pre-training
work (Lample & Conneau, 2019) which shows the potential
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(a) Masked Language Model (MLM) for text representation learning.

(b) Translation Language Model (TLM) for crosslingual text. (c) Masked Acoustic Model (MAM) for speech.

Figure 2.Previous work for speech or text monomodal representation learning.

to unify the representations of different languages into one
encoder, we propose a Fused Acoustic and Text Masked
Language Model (FAT-MLM). This model jointly learns a
uni�ed representation for both acoustic and text input. In
this way, we extend the masked language model's input from
only acoustic or text data to multimodal corpora containing
both acoustic and text data, such as speech recognition and
speech translation for the �rst time (Fig. 1).

We further extend this Fused Acoustic and Text encoder to a
sequence-to-sequence framework and present an end-to-end
Speech Translation model (FAT-ST). This enables the model
to be trained from both speech and text machine translation
data into one single encoder-decoder model. Meanwhile,
this model can also learn from speech recognition data using
an extra FAT-MLM loss. This resolves the limitation of ex-
isting single encoder and decoder speech translation models,
which can only learn from scarce parallel speech translation
data, but neglects much larger scale speech recognition and
text machine translation data (Fig. 1).

We make the following contributions:

• We propose the Fused Acoustic and Text Masked Lan-
guage Model (FAT-MLM), which can learn a uni�ed
acoustic and text representation.

• Based on FAT-MLM, we propose the Fused Acoustic
and Text Speech Translation model (FAT-ST), which
can do speech recognition and machine translation in a
single encoder-decoder framework.

• Spontaneous speech translation experiments on three
language pairs show that by �netuning FAT-MLM, the
accuracy of FAT-ST improves end-to-end speech trans-
lation model by+4 :65BLEU in average and achieves

state-of-the-art. This is the �rst time that an end-to-end
speech translation model achieves similar performance
with the strong cascaded system in these three transla-
tion directions of this dataset, while still maintaining a
smaller model size and faster decoding time.

• We show that FAT-MLM trained with additional speech
recognition, machine translation, and monolingual text
data can improve FAT-ST by+1 :25 BLEU. FAT-ST
can be further improved by using additional speech
recognition and machine translation data.

2. Previous Work

2.1. Masked Language Modeling

Radford et al. (2018), Howard & Ruder (2018) and Devlin
et al. (2019) investigate language modeling for pretraining
Transformer encoders. Unlike Radford et al. (2018) using
unidirectional language models for pretraining, Devlin et al.
(2019) proposes BERT which enables deep bidirectional
representation pretraining by a masked language modeling
(MLM) objective inspired by the Cloze task (Taylor, 1953)
which randomly masks some of the tokens from the input,
with an objective to recover the masked word based only on
its context. Their approaches lead to drastic improvements
on several natural language understanding tasks including
text classi�cation (Wang et al., 2018),and question answer-
ing (Rajpurkar et al., 2016).

2.2. Translation Language Modeling

Lample & Conneau (2019) extend MLM to cross-lingual
pretraining by proposing two methods: one unsupervised
that only relies on monolingual data, and one supervised
that leverages parallel data with a new cross-lingual lan-
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(a) Speech Reconstruction Module. (b) Monolingual FAT-MLM.

(c) Acoustic Embedding Module. (d) Translation FAT-MLM

Figure 3.Fused Acoustic and Text-Masked Language Model (FAT-MLM).

guage model objective which is called Translation Language
Model (TLM). As shown in Fig. 2(b), TLM encodes both
source and target sentences from a parallel data after mask-
ing several tokens with[MASK] , and then learn to recover
the masked tokens. Experiments show that TLM achieves
state-of-the-art results on cross-lingual classi�cation, unsu-
pervised and supervised machine translation.

2.3. Masked Acoustic Model

Recently, Chen et al. (2020) propose to learn a speech en-
coder in a self-supervised fashion on the speech side, which
can utilize speech data without transcription. This tech-
nique termed Masked Acoustic Modeling (MAM), can also
perform pretraining on any acoustic signals (including non-
speech ones) without annotation. Fig. 2(c) demonstrate the
architecture of MAM. Similar with MLM, MAM replaces
a span of speech spectrogram with mask tokens[MASK] .
After a 2D Convolution layer and a Transformer Encoder,
MAM learns to recover the masked spectrogram via a 2D
De-convolution layer during training. Chen et al. (2020)
shows that MAM can improve end-to-end speech translation
as either an additional loss or a pretraining model. Paral-
lel to MAM, Baevski et al. (2020) proposes the wav2vec
2.0 pretraining model, which masks the speech input in the
latent space and pretrains the model via a contrastive task
de�ned over a quantization of the latent representations.

3. Fused Acoustic and Text Masked Language
Model (FAT-MLM)

Although existing pretraining models show a strong repre-
sentation learning ability and signi�cantly improve upon
many down-streaming tasks, they all can only learn the rep-
resentation for either text or speech. However, a uni�ed
speech and text multi-modal representation is useful for
many end-to-end spoken language processing tasks.

To address this problem, we propose the Fused Acoustic and
Text Masked Language Model (FAT-MLM), a multimodal
pretraining model which encodes acoustic, text into a uni�ed
representation. The idea is similar with Lample & Conneau
(2019) who propose to learn a uni�ed representation of
different languages. They �rst propose a method relying on
the shared sub-word vocabulary to align different languages'
representation. However this is unapplicable in our case
because of the modality difference. Thus we propose a
method similar to their second approach TLM which uses
parallel speech recognition data. In the following sections,
we �rst introduce the monolingual FAT-MLM and then show
how to extend it to translation scenario.

3.1. Monolingual FAT-MLM

The monolingual FAT-MLM takes speech and transcrip-
tion tuples as input, denotes asD s;x = f (s; x)g, where


