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Abstract
Credal sets containing coherent conditional probabilities defined by Hausdorff measures on the Borel sigma-field of metric spaces with bi-Lipschitz equivalent metrics, are proven to represent merging opinions with increasing information.
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1. Introduction
A new model of coherent upper conditional previsions defined in a metric space by Hausdorff outer measures has been introduced to represent partial knowledge ([8], [9],[10], [11], [14]). The conditioning event represents the piece of information we have and the complexity of information is expressed in terms of Hausdorff dimension of the conditioning event. A natural question is to investigate the relation between partial knowledge produced in different metric spaces by the same piece of information. Hausdorff dimension where introduced in probability theory [2] to compute the dimensions of various sets where the strong low of large number is violated in a Markov chain. Hausdorff measures of subsets with respect to different metrics can be very different and the same subset can have different Hausdorff dimensions. If the metrics are bi-Lipschitz equivalent then a set has the same Hausdorff dimension in the two metric spaces and the Hausdorff measures are proven to be mutually absolutely continuous.

We prove that, if the metric space \((\Omega, d)\), where \(\Omega\) is a set with positive and finite Hausdorff outer measure in its Hausdorff dimension, and \(d'\) is any metric bi-Lipschitz equivalent to \(d\), and so topologically equivalent to \(d\), then the conditional probabilities defined by Hausdorff measures on \((\Omega, d)\) and on \((\Omega, d')\) are mutually absolutely continuous. So given a metric space \((\Omega, d)\) and a set \(B\) with positive and finite Hausdorff outer measure in its Hausdorff dimension, we can consider the credal set \(K_B\) of conditional probability measures defined by Hausdorff measures, which are mutually absolutely continuous with respect to the conditional probability defined by Hausdorff measures with respect the metric \(d\). In [3] it is proven that distance between two conditional probabilities \(P(\cdot|G_n)\) and \(Q(\cdot|G_n)\) defined on the same \(\sigma\)-field goes to zero, except on a \(Q\)-probability zero set, if \(Q\) is absolutely continuous with respect to \(P\). This result, based on martingale convergence theorem, establishes merging of opinions with increasing information. Weak merging notions have been investigated in [18]. The aim of this paper is to verify if a similar result holds for coherent conditional prevision defined by Hausdorff measures. with respect to bi-Lipschitz equivalent metrics.

2. Coherent Upper Conditional Previsions
Let \(\Omega\) be a non empty set, let \(B\) be a partition of \(\Omega\) and denote by \(\mathcal{G}(\Omega)\), the family of all subsets of \(\Omega\). A random variable is a function \(X : \Omega \to \mathbb{R} \cup \{-\infty, +\infty\}\), let \(\mathcal{F}(\Omega)\) be the class of all random variables. \(\mathcal{F}(\Omega)\) is not a linear space in fact, if random variables take values \(-\infty, +\infty\) then the sum between two of them can be not defined (when for the same \(\omega\) one takes value \(+\infty\) and the others \(-\infty\)). Let \(L(\Omega) \subset \mathcal{F}(\Omega)\) be the linear space of all bounded random variables defined on \(\Omega\), for every \(B \in \mathcal{B}\) denote by \(X|B\) the restriction of \(X\) to \(B\) and by \(\sup(X|B)\) the supremum of values that \(X\) assumes on \(B\). Let \(L(B)\) be the linear space of all bounded random variables \(X|B\). Denote by \(I_A\) the indicator function of any event \(A \in \mathcal{G}(B)\), i.e. \(I_A(\omega) = 1\) if \(\omega \in A\) and \(I_A(\omega) = 0\) if \(\omega \in A^c\). For every \(B \in \mathcal{B}\) let \(\mathcal{K}(B)\) be a linear space of random variables \(X|B\) with \(X \in \mathcal{F}(\Omega)\). Coherent upper conditional previsions \(P(\cdot|B)\) are real valued functionals defined on a linear space \(\mathcal{K}(B)\).

Definition 1 Coherent upper conditional previsions are functionals \(P(\cdot|B)\) defined on a linear space \(\mathcal{K}(B)\) with values in the real number, such that the following axioms of coherence hold for every \(X\) and \(Y\) in \(\mathcal{K}(B)\) and every strictly positive constant \(\lambda\):

1) \(P(X|B) \leq \sup(X|B)\);
2) \(P(\lambda X|B) = \lambda P(X|B)\) (positive homogeneity);
3) \(P(X + Y|B) \leq P(X|B) + P(Y|B)\) (subadditivity).

If \(\mathcal{K}(B)\) coincides with \(L(B)\) the previous definition is the definition of coherent upper conditional prevision
given in Walley [23], [24]. Suppose that \( \overline{P}(X|B) \) is a coherent upper conditional prevision on \( \mathcal{H} \). Then its conjugate coherent lower conditional prevision is defined by the conjugacy property \( P(X|B) = -\overline{P}(-X|B) \). If for every \( X \) belonging to \( \mathcal{H} \) we have \( P(X|B) = \overline{P}(X|B) = \overline{P}(X|B) \), then \( P(X|B) \) is called a coherent linear conditional prevision and if \( \mathcal{H} = L(B) \) it is a linear, positive and positively homogenous functional in the sense of de Finetti [5] [6], Regazzini [20][21] and Walley [24, Corollary 2.8.5].

From axioms 1)-3) and by the conjugacy property we have that

\[
1 \leq P(I_B|B) \leq \overline{P}(I_B|B) \leq 1
\]

so that

\[
P(I_B|B) = \overline{P}(I_B|B) = 1
\]

In Walley [24] the functionals \( P(X|B) \) defined for \( B \in \mathcal{B} \) and \( X \in L(B) \) satisfying axioms 1)-3) and such that \( P(I_B|B) = 1 \) are called separately coherent.

The unconditional coherent upper prevision \( \mathcal{P} = \mathcal{P}(\cdot|\Omega) \) is obtained as a particular case when the conditioning event is \( \Omega \). Coherent upper conditional probabilities are obtained when only 0-1 valued random variables are considered.

**Definition 2** Given a partition \( B \) and a random variable \( X \in L(\Omega) \), a coherent upper conditional prevision \( \mathcal{P}(X|B) \) is a random variable on \( \Omega \) equal to \( \overline{P}(X|B) \) if \( \omega \in B \).

**Definition 3** A bounded random variable \( X \in L(\Omega) \) is called \( B \)-measurable or measurable with respect to a partition \( B \) of \( \Omega \) if it is constant on the atoms of the partition holds [24, p. 292]:

**Proposition 1** If \( P(X|B) \) is a coherent linear previsions for every \( B \) that belongs to a partition \( B \) of \( \Omega \) then \( P(X|B) = X \) for all random variables \( X \in L(\Omega) \) that are \( B \)-measurable.

### 2.1. Coherent Conditional Prevision and Conditional Expectation

In the axiomatic approach [1, Section 34] conditional expectation is defined with respect to a \( \sigma \)-field of conditioning events by the Radon-Nikodym derivative.

Let \( \mathcal{F} \) and \( \mathcal{G} \) be two \( \sigma \)-field of subsets of \( \Omega \) with \( \mathcal{G} \) contained in \( \mathcal{F} \) and let \( X \) be an integral random variable. Let \( P \) be a probability measure on \( \mathcal{F} \); define a measure \( v \) on \( \mathcal{G} \) by \( v(G) = \int_G X dP \). This measure is finite and absolutely continuous with respect to \( P \). Thus there exists a non-negative function, the Radon-Nikodym derivative denoted by \( E[X|G] \), defined on \( \Omega \), i) \( \mathcal{G} \)-measurable, ii) \( G \)-integrable and satisfying the functional equation:

\[
iii) \int_G E[X|G] dP = \int_G X dP \quad \text{with} \quad G \in \mathcal{G}
\]

The Radon-Nikodym is a non-negative function but it is not restrictive to use it to define conditional expectation for any random variable. In fact if \( X \) is non-positive, it can be decomposed in \( X = X^+ - X^- \) where \( X^+ \) is its positive part and \( X^- \) is its negative part which are non-negative functions given by:

\[
X^+ = 0 \lor X; \quad X^- = (-X)^+
\]

and \( \lor \) is the maximum. The function \( E[X|G] = E[X^+|G] - E[X^-|G] \) satisfies the properties i), ii), iii). This function is unique up to a set of \( P \)-measure zero and it is a version of the conditional expected value.

The next theorem, proven in [12] shows that every time the \( \sigma \)-field \( \mathcal{G} \) is properly contained in \( \mathcal{F} \) and it contains all singletons of \([0,1]\) then the conditional prevision defined by the Radon-Nikodym derivative is not coherent. It occurs because one of the defining properties of the Radon-Nikodym derivative is to be measurable with respect to the \( \sigma \)-field of the conditioning events and this requirement contradicts the necessary condition for the coherence of a linear conditional prevision recalled in Proposition 1.

**Theorem 1** Let \( \Omega = [0,1]^n \) and let \( \mathcal{F} \) and \( \mathcal{G} \) be two \( \sigma \)-field of subsets of \( \Omega \) such that \( \mathcal{G} \) is properly contained in \( \mathcal{F} \) and it contains all singletons of \( \Omega \). Let \( \mathcal{B} \) be the partition of singletons and let \( X \) be the indicator function of an event \( A \) belonging to \( \mathcal{F} \setminus \mathcal{G} \). If we define the conditional prevision \( P(X|B) \) equal to the Radon-Nikodym derivative with probability 1, that is

\[
P(X|B) = E[X|G]
\]

except on a subset \( N \) of \([0,1]^n \) of \( P \)-measure zero, then the conditional prevision \( P(X|B) \) is not coherent.

### 3. The Model

A new model of coherent upper conditional probability based on Hausdorff outer measures on a metric space has been introduced for bounded and unbounded random variables [14].

Hausdorff outer measures are examples of outer measures defined on a metric space.

Let \( (\Omega, d) \) be a metric space. The topology \( \mathcal{T} \) induced by the metric \( d \) contains the empty set and the sets which are countable or finite unions of the sets \( D(x) = \{ \omega \in \Omega : d(\omega,x) < r \} \) with \( r \geq 0 \) and \( x \in \Omega \). These sets in the topology \( \mathcal{T} \) are called open sets. The Borel \( \sigma \)-field \( \mathcal{B} \) is the smallest \( \sigma \)-field containing all open sets of \( \Omega \).

The diameter of a non-empty set \( U \) of \( \Omega \) is defined as \( |U| = \sup \{ d(x,y) : x, y \in U \} \) and if a subset \( A \) of \( \Omega \) is such that \( A \subseteq \bigcup_i U_i \) and \( 0 \leq |U_i| < \delta \) for each \( i \), the countable class \( \{ U_i \} \) is called a \( \delta \)-cover of \( A \).
Let $s$ be a non-negative number. For $\delta > 0$ we define $h_{s,\delta}(A) = \inf \{ h^s(U_i) \mid \delta \leq h_i \}$, where the infimum is over all $\delta$-covers of $U_i$.

The Hausdorff $s$-dimensional outer measure of $A$ ([22], [17]) denoted by $h^s(A)$, is defined as

$$h^s(A) = \lim_{\delta \to 0} h_{s,\delta}(A).$$

This limit exists, but may be infinite, since $h_{s,\delta}(A)$ increases as $\delta$ decreases.

A subset $A$ of $\Omega$ is called measurable with respect to the outer measure $h^s$ defined on $\varphi(\Omega)$ if it decomposes every subset of $\Omega$ additively, that is if

$$h^s(E) = h^s(A \cap E) + h^s(A^c \cap E)$$

for all sets $E \subseteq \Omega$.

Hausdorff outer measures are metric outer measures, that is if $E$ and $F$ are positively separated, i.e.

$$d(E, F) = \inf \{ d(x, y) : x \in E, y \in F \} > 0,$$

then

$$h^s(E \cup F) = h^s(E) + h^s(F).$$

By Theorem 1.5 of Falconer [17] since Hausdorff outer measures are metric outer measures then all Borel subsets of $\Omega$ are measurable.

For any set $E$ the Hausdorff outer measure $h^s(E)$ is non-increasing as $s$ increases from $0$ to $+\infty$.

The Hausdorff dimension of a set $A$, $\dim_H(A)$, is defined as the unique value, such that

$$h^s(A) = \infty \text{ if } 0 \leq s < \dim_H(A),$$

$$h^s(A) = 0 \text{ if } \dim_H(A) < s < \infty.$$

The following theorem has been proven in [8].

**Theorem 2** Let $(\Omega, d)$ be a metric space and let $B$ be a partition of $\Omega$. For $B \in B$ denote by $s$ the Hausdorff dimension of the conditioning event $B$ and by $h^s$ the Hausdorff $s$-dimensional outer measure. Let $m_B$ be a $0$-1 valued finitely additive, but not countably additive, probability on $\varphi(B)$. Thus, for each $B \in B$, the function defined on $\varphi(B)$ by

$$\mathcal{P}(A|B) = \begin{cases} h^s(A|B) & \text{if } 0 < h^s(B) < +\infty \\ m_B(A \cap B) & \text{if } h^s(B) \in \{0, +\infty\} \end{cases}$$

is a coherent upper conditional probability.

The coherent upper unconditional probability $\mathcal{P} = \mu^*_\Omega$ defined on $\varphi(\Omega)$ is obtained for $B$ equal to $\Omega$.

If $B \in B$ is a set with positive and finite Hausdorff outer measure in its Hausdorff dimension $s$ the set function $\mu^*_B$ defined for every $A \in \varphi(B)$ by $\mu^*_B(A) = \frac{h^s(A|B)}{h^s(B)}$ is a coherent upper conditional probability, which is

a) monotone, that is $\mu^*_B(\emptyset) = 0$ and if $A, B \in \mathcal{F}$ with $A \subseteq B$ then $\mu^*_B(A) \leq \mu^*_B(B)$,

b) submodular or 2-alternating, that is $\mu(A \cup E) + \mu(A \cap E) \leq \mu(A) + \mu(E)$ for every $A, E \in \varphi(B)$,

c) continuous from below that is $\lim_{\delta \to 0} \mu(A_i) = \mu(\lim_{\delta \to 0} A_i)$ for any increasing sequence of sets $\{A_i\}$, with $A_i \in \varphi(B)$

and such that its restriction to the $\sigma$-field of all $\mu^*_B$ measurable sets is a Borel regular countably additive probability.

If $B \in B$ is such that $h^s(B) \in \{0, +\infty\}$ then the coherent upper conditional probability is defined by a 0-1 valued finitely additive, but not countably additive, probability $m_B$ on $\varphi(B)$. The existence of $m_B$ is a consequence of the prime ideal theorem and any $m_B$ is coherent. 0-1 valued finitely additive probabilities are in correspondence one-to-one with ultrafilter $\mathcal{A}$.

**Definition 4** An ultrafilter $\mathcal{A}$ is a class of subsets of $\varphi(B)$ such that

a) $\emptyset \notin \mathcal{A}$

b) $A, E \in \mathcal{A} \Rightarrow A \cap E \in \mathcal{A}$

c) $A \in \mathcal{A}; A \subseteq C \subseteq E \Rightarrow E \in \mathcal{A}$

d) $\forall A \in \varphi(\Omega)$ either $A \in \mathcal{A}$ or $A^c \in \mathcal{A}$

Given an ultrafilter $\mathcal{A} \subseteq \varphi(B)$ a 0-1 valued finitely additive probability $m_B$ on $\varphi(B)$ can be defined by $m_B(A) = 1$ if $A \in \mathcal{A}$ and $m_B(A) = 0$ if $A^c \in \mathcal{A}$.

**Example 1** Let $\mathcal{A}$ be the ultrafilter of $\Omega$ of sets whose complement is a finite set. Then $m_\Omega(A) = 0$ if $A$ is any finite set and $m_\Omega(A) = 1$ otherwise.

**Example 2** Let $\Omega = N^*$, let $\mathcal{A}$ be the ultrafilter of $\Omega$ of sets whose complement is a finite set and let $A = \{2^n : n \in \mathcal{N}\}$. Then by property d) of Definition 5 we can assume $m_\Omega(A) = 1$ if $A \in \mathcal{A}$ and $m_\Omega(A) = 0$ or $m_\Omega(A) = 0$ if $A^c \in \mathcal{A}$ and $m_\Omega(A^c) = 1$.

### 3.1 Coherent Upper Conditional Previsions for Bounded and Unbounded Random Variables

Given a non-empty set $\Omega$ and denoted by $\varphi(\Omega)$, the family of all subsets of $\Omega$, let $\mathcal{F}$ a class properly contained in $\varphi(\Omega)$ containing $\Omega$.

The definition of Choquet integral given in [7] is recalled.

A monotone set function $\mu : \mathcal{F} \to \mathbb{R}_+ = \mathbb{R}_+ \cup \{+\infty\}$ is such that $\mu(\emptyset) = 0$ and if $A, B \in \mathcal{F}$ with $A \subseteq B$ then $\mu(A) \leq \mu(B)$. Given a monotone set function $\mu$ on $\mathcal{F}$ the *outer set function* of $\mu$ is the set function $\mu^*$ defined on the whole power set $\varphi(\Omega)$ by
\[ \mu^*(A) = \inf \{ \mu(B) : B \subseteq A; B \in S \}, A \in \mathcal{P}(\Omega) \]

The inner set function of \( \mu \) is the set function \( \mu^* \), defined on the whole power set \( \mathcal{P}(\Omega) \) by

\[ \mu_*(A) = \sup \{ \mu(B) | B \subseteq A; B \in S \}, A \in \mathcal{P}(\Omega) \]

Let \( X : \Omega \to \mathbb{R} = \mathcal{R} \cup \{-\infty, +\infty\} \) a random variable on \( \Omega \). Then the function

\[ G_{\mu,X}(x) = \mu \{ \omega \in \Omega : X(\omega) > x \} \]

is decreasing and it is called decreasing distribution function of \( X \) with respect to \( \mu \). If \( \mu \) is continuous from below then \( G_{\mu,X}(x) \) is right continuous.

In particular the decreasing distribution function of \( X \) with respect to the Hausdorff outer measure is right continuous since these outer measures are continuous from below.

A function \( X : \Omega \to \mathbb{R} \) is called upper \( \mu \)-measurable if \( G_{\mu,X}(x) \) is an upper \( \mu \)-measurable random variable \( X : \Omega \to \mathbb{R} \) with decreasing distribution function \( G_{\mu,X}(x) \), the Choquet integral of \( X \) with respect to \( \mu \) is defined if \( \mu(\Omega) < +\infty \) through

\[ \int X d\mu = \int_{-\infty}^{0} G_{\mu,X}(x) \, dx + \int_{0}^{+\infty} G_{\mu,X}(x) \, dx \]

where the integrals in the second member of the formula are Riemann integrals.

The integral can assume real values or can assume the values \(-\infty, +\infty\) or it cannot exist.

**Definition 5** Let \( \Omega \) be a set with positive and finite Hausdorff outer measure in its Hausdorff dimension \( s \) and let \( \mathcal{F} \) be the \( \sigma \)-field of the \( h^s \)-measurable subsets of \( \Omega \). An \( \mathcal{F} \)-measurable random variable \( X \) is Choquet integrable with respect to a monotone set function \( \mu^\star_{\mathcal{F}} \) if the Choquet integral is finite, that is

\[ -\infty < \int X d\mu^\star_{\mathcal{F}} < +\infty \]

Let \( L^*(B) \) be the class of random variables which are Choquet integrable with respect to \( \mu^\star_{\mathcal{F}} \) and with respect to the dual \( \overline{\mathcal{P}}^\star_{\mathcal{F}} \) defined by

\[ \overline{\mathcal{P}}^\star_{\mathcal{F}}(A) = \mu^\star_{\mathcal{F}}(B) - \mu^\star_{\mathcal{F}}(A^c). \]

In Theorem 11 of [13] \( L^*(B) \) has been proven to be a linear space.

Since Hausdorff outer measures are submodular by Denneberg [7, Proposition 9.3] \( L^*(B) \) coincides with the linear space of all absolutely Choquet integrable random variables on \( B \), i.e. the random variables \( X \) such that

\[ -\infty < \frac{1}{h^s(B)} \int_B |X|dh^s < +\infty \text{ if } 0 < h^s(B) < +\infty \]

Since \( B \) has positive and finite Hausdorff outer measure in its Hausdorff dimension \( s \) then \( L^*(B) \) contains also all constants. In [14] the following theorem has been proven:

**Theorem 3** Let \( (\Omega, d) \) be a metric space and let \( B \) be a partition of \( \Omega \). For \( B \in B \) denote by \( s \) the Hausdorff dimension of the conditioning event \( B \) and by \( h^s \) the Hausdorff \( s \)-dimensional outer measure. Let \( \mathcal{P} \) be a \( 0-1 \) valued finitely additive, but not countably additive, probability on \( \mathcal{P}(B) \). Then for each \( B \in B \) the functional \( \overline{\mathcal{P}}(X|B) \) defined on the linear space \( L^*(B) \) by

\[ \overline{\mathcal{P}}(X|B) = \begin{cases} \frac{1}{h^s(B)} \int_B Xdh^s & \text{if } 0 < h^s(B) < +\infty \\ \int_B Xdm_B & \text{if } h^s(B) \in \{0, +\infty\} \end{cases} \]

is a coherent upper conditional previsions if \( B \) has positive and finite Hausdorff measure in its Hausdorff dimension and it is a linear previsions whose restriction to events assumes only the values \( 0-1 \) if \( B \) has Hausdorff outer measure in its Hausdorff dimension equal to zero or infinity.

In Theorem 7 of [14] it is proven that coherent upper conditional previsions defined by Hausdorff outer measures as in Theorem 2 satisfy the disintegration property \( \overline{\mathcal{P}}(X|B) = \overline{\mathcal{P}}(X) \) for every random variable \( X \in L^*(\Omega) \) and for every partition, whose atoms are \( h^s \)-measurable where \( s \) is the Hausdorff dimension of \( \Omega \).

4. Absolute Continuity of Coherent Conditional Probability Measures Defined by Hausdorff Measures

In this section probability measures defined on the Borel \( \sigma \)-field of a metric space \( (\Omega, d) \) by Hausdorff measures as in Theorem 1, are proven to be absolutely continuous with respect to any probability measure defined by Theorem 1 in a metric space \( (\Omega, d') \) where \( d' \) is a bounded metric bi-Lipschitz equivalent to the metric \( d \). It occurs because events which have zero Hausdorff measure in a metric space have also Hausdorff measure equal to zero in a metric space with a bi-Lipschitz equivalent metric.

An example is given to show that probability measures defined by Hausdorff measures in metric spaces that are topological equivalent are not absolutely continuous.

Two different notions of equivalence can be considered for metrics: Bi-Lipschitz equivalence [15] and topological equivalence.

**Definition 6** Let \( (\Omega, d) \) be a metric space; a metric \( d' \) on \( \Omega \) is bi-Lipschitz equivalent to the metric \( d \) if there exist two positive real constants \( \alpha, \beta \) such that

\[ \alpha d'(x,y) \leq d(x,y) \leq \beta d'(x,y) \]

**Definition 7** Let \( (\Omega, d) \) be a metric space and let \( d' \) be a metric on \( \Omega \); \( d \) and \( d' \) are topological equivalent if they induce the same topology.
Proposition 2 Let \((\Omega, d)\) be a metric space and let \(d'\) be a metric on \(\Omega\) bi-Lipschitz equivalent to \(d\), then \(d\) and \(d'\) are topological equivalent.

The following example shows that the converse is not true.

Example 3 Let \((\mathbb{R}^n, d)\) be the Euclidean metric space and let \(d'\) be a metric on \(\mathbb{R}^n\) defined \(\forall x, y \in \mathbb{R}^n\) by
\[
d'(x, y) = \frac{d(x, y)}{1 + d(x, y)};
\]
\(d'\) is topological equivalent to the Euclidean metric \(d\) but it is not bi-Lipschitz equivalent to \(d\) since there not exist two positive real constants \(\alpha, \beta\) such that \(\alpha d'(x, y) \leq d(x, y) \leq \beta d'(x, y)\)

Theorem 4 Let \((\Omega, d)\) be a metric space, let \(d\) and \(d'\) be two metrics on \(\Omega\) bi-Lipschitz equivalent and let \(h^1\) and \(h'^1\) be the \(s\)-dimensional Hausdorff measures defined respectively in the metric space \((\Omega, d)\) and \((\Omega, d')\), then there exist two positive real constants \(\alpha, \beta\) such that
\[
\alpha h^1(E) \leq h'^1(E) \leq \beta h^1(E).
\]

Proof The result follows by the definition of Hausdorff outer measures and by the fact that the metrics are bi-Lipschitz equivalent (see Lemma 1.8 of [17]).

Theorem 5 Let \((\Omega, d)\) be a metric space and let \(d\) be a metric on \(\Omega\) bi-Lipschitz equivalent to \(d\). Then the Hausdorff dimension of any set \(A \in \mathcal{F}(\Omega)\) is invariant in the two metric spaces \((\Omega, d)\) and \((\Omega, d')\).

The Hausdorff dimension of any set \(A \in \mathcal{F}(\Omega)\) is not invariant with respect to two topological equivalent metrics which are not bi-Lipschitz equivalent.

Example 4 Let \(\Omega = [0, 1]\) and let \(d\) be the Euclidean metric
\[
d(\omega_1, \omega_2) = |\omega_1 - \omega_2|
\]
and let \(d'\) the discrete distance, that is
\[
d'(\omega_1, \omega_2) = \begin{cases} 0 & \text{if } \omega_1 = \omega_2 \\ 1 & \text{otherwise} \end{cases}
\]
\(d\) and \(d'\) are not topologically equivalent; in fact all subsets of \(\Omega\) are open sets in the topology induced by \(d'\) since \(D_r(x) = \{\omega \in \Omega : d'(\omega, x) < r\} = \{x\}\) if \(r < 1\) and \(D_r(x) = \{\omega \in \Omega : d'(\omega, x) < r\} = \Omega\) if \(r \geq 1\), while singletons are not open sets in the topology induced by the Euclidean metric.

Example 5 Let \((\mathbb{R}^2, d)\) be the Euclidean metric space and let \(d''\) be the metric defined by
\[
d''(x, y) = \max \{|x_1 - y_1|; |x_2 - y_2|\}
\]
where \(x = (x_1, x_2)\) and \(y = (y_1, y_2)\).

Then \(d\) and \(d''\) are topologically equivalent.

The notion of boundness of a set depends on the metric.

Definition 8 A metric on \(\Omega\) is bounded if \(\text{diam}(\Omega)\) is bounded. A metric space \((\Omega, d)\) is bounded if \(d\) is bounded.

Proposition 3 Let \((\Omega, d)\) be a metric space where \(\Omega\) has positive and finite Hausdorff measures in its Hausdorff dimension then \((\Omega, d)\) is a bounded metric space.

Definition 9 Let \(\mu\) and \(\nu\) be two probabilities measures on the same \(\sigma\)-field \(\mathcal{F}\) then \(\nu\) is absolutely continuous with respect to \(\mu\), \(\mu \ll \nu\), if \(\mu(A) = 0 \Rightarrow \nu(A) = 0\) for every \(A \in \mathcal{F}\).

Theorem 6 Let \((\Omega, d)\) be a bounded metric space where \(\Omega\) is a set with positive and finite Hausdorff measure in its Hausdorff dimension, let \(B\) be a partition of \(\Omega\) and let \(\mathcal{B}\) be the Borel \(\sigma\)-field induced by the metric \(d\). Let \(d'\) be a bounded metric on \(\Omega\) bi-Lipschitz equivalent to \(d\). Then for every \(B \in \mathcal{B}\) with positive and finite Hausdorff outer measures in its dimensions in both metric spaces, the restrictions \(\mu_B\) and \(\nu_B\) of \(\mu\) and \(\nu\) to \(\mathcal{B}\) of the coherent upper conditional probabilities defined respectively in \((\Omega, d')\) and \((\Omega, d)\) as in Theorem 1, are countably additive probabilities which are mutually absolutely continuous.

Proof Since \(d'\) is bi-Lipschitz equivalent, and so topologically equivalent, to \(d\) then \(d\) and \(d'\) induce the same topology and the same Borel \(\sigma\)-field \(\mathcal{B}\). Since \(d'\) is a bounded metric then by Theorem 9 \(\Omega\) has positive and finite Hausdorff measure in its Hausdorff dimension also in \((\Omega, d')\). Let \(s\) be the Hausdorff dimension of \(B\), let \(h^s\) and \(h'^s\) be the \(s\)-dimensional Hausdorff measure in the two metric spaces and let \(\mu_B\) and \(\nu_B\) be the two probability measures on \(\mathcal{B}\) defined by
\[
\mu_B(A) = \frac{h^s(A \cap B)}{h^s(B)}\quad \text{and} \quad \nu_B(A) = \frac{h'^s(A \cap B)}{h'^s(B)}.
\]
Since \(d'\) is bi-Lipschitz equivalent to \(d\) by Theorem 9 we have that there exist two positive real constants \(\alpha\) and \(\beta\) such that
\[
\alpha \nu(A) = \alpha \frac{h'^s(A)}{h'^s(B)} \leq \mu(A) = \frac{h^s(A)}{h^s(B)} \leq \beta h'^s(A) = \beta \nu(A)
\]
so that \(\nu(A) = 0\) implies \(\mu(A) = 0\) and \(\mu(A) = 0\) implies \(\nu(A) = 0\).
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5. Credal Sets of Coherent Countably Additive Conditional Probabilities Defined by Hausdorff Measures with Respect to Bounded Bi-Lipschitz Equivalent Metrics

In this section we prove that distance between coherent conditional probabilities defined by Hausdorff measures with respect to metrics which are bi-Lipschitz equivalent goes to zero when the information increases. So the credal set [19] containing all these coherent conditional probabilities represents opinions which merge when information increases [3].

**Definition 10** Let $(\Omega, d)$ and $(\Omega, d')$ be two metric spaces and let $B$ be a partition of $\Omega$. Let $B \in \mathcal{B}$ be a set with positive and finite Hausdorff outer measures in its dimensions in both metric spaces and denote by $\mu_B$ and $v_B$ the coherent conditional probabilities defined on the Borel $\sigma$-field $\mathcal{B}$ by Theorem 1 in the two metric spaces. The distance between $\mu_B$ and $v_B$ is defined by

$$\sup |\mu_B(D) - v_B(D)|$$

where the supremum is taken over $D \in \mathcal{B}$.

In the paper of Blackwell and Dubins [3] it is shown that, given a monotone increasing or monotone decreasing sequence of $\sigma$-fields $\{G_n\}$, the distance between two conditional probabilities defined in the axiomatic way on the same $\sigma$-field, $P(\cdot|G_n)$ and $Q(\cdot|G_n)$, goes to zero as $n$ goes to $+\infty$ except on a $Q$-probability zero set, if $Q$ is absolutely continuous with respect to $P$. This result is an application of the Radon-Nikodym derivative and the generalized martingale convergence theorem. In the next section martingales with respect to coherent conditional provisions defined by Hausdorff measures are introduced.

5.1. Martingales with Respect to Coherent Conditional Previsions Defined by Hausdorff Measures

Martingales are defined when coherent conditional provisions are defined by Hausdorff measures and not by the Radon-Nykodym derivative. Some generalized martingale convergence theorems are proven.

The $\sigma$-field $F$ generated by a finite or countable partition $B$ of $\Omega$ contains sets that are finite or countable union of the atoms of the partition. It is the smallest $\sigma$-field contains the partition $B$. Then the coherent upper conditional prevision $P(X|F)$ is the random variable defined on $\Omega$ that associates to each $\omega \in \Omega$ the value $P(X|F) = P(X|B)$ if $\omega$ belongs to $B$.

**Definition 11** Let $(\Omega, d)$ be a metric space, where $\Omega$ is a set with positive and finite Hausdorff outer measures in its Hausdorff dimension $s$. Let $\{B_n\}$ be a sequence of Borel finite or countable partitions of $\Omega$ and let $F_n$ be the $\sigma$-field generated by $B_1,B_2,...,B_n$. We have that $F_n \subseteq F_{n+1}$ for all $n \in N$ and $\mathcal{F} = \bigcup_n F_n$ the $\sigma$-field generated by all $F_n$ then $\mathcal{F} = \mathcal{B}$. Let $X_1,X_2,...$ be a sequence of Borel-measurable random variables in $L^*(\Omega)$. The sequence $\{\langle X_n,F_n \rangle : n = 1,2,\ldots\}$ is a martingale if

$$P(X_{n+1}|F_n) = X_n.$$

**Example 6** Let $Z \in L^*(\Omega)$ and $F_n$ non-decreasing Borel-$\sigma$-fields. Then

$$\{\langle X_n,F_n \rangle : n = 1,2,\ldots\} = \{P(X|F_n),n = 1,2,\ldots\}$$

is a martingale relative to $\{F_n,n = 1,2,\ldots\}$.

**Remark 12** The difference with the axiomatic definition (see for example [1, Section 35]) is that in Definition 16 the random variables $X_n$ are not required to be measurable with respect to the $\sigma$-field of the conditioning events $F_n$. Coherent conditional probabilities defined by Hausdorff measure are countably additive since they defined on the Borel $\sigma$-field of the metric space $(\Omega,d)$ and coherent conditional provisions are defined for Borel measurable random variables and so the Choquet integral coincides with the Lebesgue integral.

5.2. Merging for Coherent Conditional Probabilities Defined by Hausdorff Measures

In this section we investigate if coherent conditional probabilities assigned by Hausdorff measures in different metric spaces, whose metrics are bi-Lipschitz, merge with each other. The following results hold since the restrictions, to the class of Borel-measurable random variables, of coherent conditional provisions defined in Theorem 4 are considered. These restrictions are linear.

Denote by $H_n(\omega)$ the atom of the $\sigma$-field $F_n$ containing $\omega$.

**Definition 13** Let $(\Omega, d)$ and $(\Omega, d')$ be two metric spaces where $\Omega$ is a set with positive and finite Hausdorff outer measures in its Hausdorff dimension $s$. Let $\{B_n\}$ be a sequence of Borel finite or countable partitions of $\Omega$ and let $F_n$ be the $\sigma$-field generated by $B_1,B_2,...,B_n$. Let $H_n \in F_n$ be a set with positive and finite $s$-Hausdorff outer measures in both metric spaces and denote by $\mu_{H_n}$ and $v_{H_n}$ the coherent conditional probabilities defined on $\mathcal{B}$ by Theorem 2 in the two metric spaces. Then $\mu_{H_n}$ merges to $\mu_{H_n}'$ along $\{F_n\}_{n=1}^{\infty}$ if for all $\epsilon > 0$ there exists $N = N(\epsilon, \omega)$ such that for all $n > N$ such that $H_n \in F_n$ is a set with positive and finite $s$-Hausdorff outer measures in both metric spaces and all $\omega \in \Omega$

$$|\mu(A|H_n(\omega)) - \mu'(A|H_n(\omega))| < \epsilon$$

for all $A \in \mathcal{B}$.

Suppose that $F_n$ are $\sigma$-fields satisfying $F_1 \subset F_2 \subset \ldots \subset F_n$. If the union $\bigcup_n F_n$ generates the $\sigma$-field $\mathcal{F}$, this is expressed by $F_n \uparrow \mathcal{F}$. 
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**Theorem 7** Let $\Omega$ be a set with positive and finite Hausdorff outer measure in its Hausdorff dimension and let $s$ be a Borel-measurable random variable belonging to $L^*(\Omega)$. If $F_n \uparrow F_\infty$, then $P(Z|F_n) \rightarrow P(Z|F_\infty)$ with probability 1 with respect to $\mu_\Omega$.

**Proof** Since $Z$ is a Borel-measurable random variable in $L^*(\Omega)$ then $P(Z|F_n)$ by Definition 11 is a linear coherent conditional prevision and by Example 6 the random variables $X_n = P(Z|F_n)$ form a martingale, according to Definition 11. Since $P(|X_n|) \leq P(|Z|)$ then (by Theorem 35.4 [1]) the $X_n$ converge to an integrable $X$. We have to identify $X$ with $P(Z|F_\infty)$. Let $H$ be an atom of the $\sigma$-field $F_\infty$ with positive and finite Hausdorff measure in its Hausdorff dimension $s$ equal to the Hausdorff dimension of $\Omega$. By the uniform integrability it is possible to integrate to the limit so that $\int_H X d\mu_\Omega = \lim_{n \rightarrow +\infty} \int_H X_n d\mu_\Omega$, since the atoms $H$ of the $\sigma$-fields $F_n$ are Borel-measurable the coherent conditional prevision satisfy the disintegration property and we obtain

$$\lim_{n \rightarrow +\infty} \int_H X_n d\mu_\Omega = \int_H P(Z|F_n) d\mu_\Omega = \int_H Z d\mu_\Omega$$

Therefore $\int_H X d\mu_\Omega = \int_H Z d\mu_\Omega$ for all atoms $H$ of $F_\infty$ with positive Hausdorff measure $\mu_\Omega$.

The previous theorem is applied in the proof of Theorem 2 of the paper of Blackwell and Dubins [3] to assure that conditional probabilities, defined by probability measures which are absolutely continuous, merge when the cardinality of the $\sigma$-field of the conditioning events increases.

**Theorem 8** Let $(\Omega,d)$ be a metric space where $\Omega$ is a set with positive and finite Hausdorff outer measure in its Hausdorff dimension $s$ and let $d$ be a metric bi-Lipschitz equivalent to $d$. Let $B$ the Borel $\sigma$-field of the metric spaces $(\Omega,d)$ and $(\Omega,d)$. Let $H \in F_n$ with Hausdorff dimension equal to $s$. Denote by $h^*$ and by $h^*$ respectively the $s$-dimensional Hausdorff measure with respect to the metric $d$ and $d_s$. If $H$ has positive and finite $s$-dimensional Hausdorff outer measure in the two metric spaces then define on $B$ coherent countably additive probability measures by

$$\mu_H(A) = \frac{h^*_H(A)}{\mu_\Omega(A)} \quad \text{and} \quad \mu_H^*(A) = \frac{h^*_H(A)}{\mu_\Omega^*(A)}$$

Then $\mu_H^*$ merges to $\mu_H$.

**Proof** Since $H$ has positive and finite Hausdorff outer measure in its Hausdorff dimension $s$ equal to the Hausdorff dimension of $\Omega$, the conditional probabilities $\mu_H^*$ and $\mu_H$ are defined, on the Borel $\sigma$-field $B$ of the two metric spaces, by the $s$-dimensional Hausdorff measures which are countably additive and mutually absolutely continuous by Theorem 6. Then by Theorem 7 of this paper and Theorem 2 of [3] the distance between $\mu_H^*$ and $\mu_H$ goes to 0 when $H$ belongs to $F_\infty$, that is $\mu_H^*$ merges to $\mu_H$.

**Remark 14** We can observe that if $H$ has Hausdorff measure equal to zero or infinity, for instance if $H$ is a countable set, then a coherent conditional probability is defined in Theorem 2 by a 0-1 valued finitely additive, but not countably additive, probability and in this case Theorem 8 does not hold; in fact there exist 0-1 valued conditional probabilities which are mutually absolutely continuous but they do not merge. An example is given in Section 6 of [3].

For each $H$ atom of $F_\infty$ with positive and finite Hausdorff outer measure in its Hausdorff dimension $s$ let $\mu_H$ be the probability measure defined by Theorem 2 in $(\Omega,d)$ and let $K_H = [\mu_H, \mu_H, \ldots]$ be the credal set of all coherent countably additive probabilities $\mu_i$, defined on $B$ such that each $\mu_i$ is defined by a distance which is bi-Lipschitz with respect to $d$. So each $\mu_i$ is absolutely continuous with respect to $\mu_B$. Then the credal set $K_H$ represent the class of the opinions of the individuals, which agree when the information increases.

6. Conclusions

A natural interpretation of conditional probability is to represent subject’s belief or subject’s opinion about an event, given information represented by a sigma-field or a partition. The result proven in [3] can be interpreted to imply that if the opinion of two individuals, summarized by two conditional probabilities, agree on events, which have positive probability with respect to the first conditional probability if and only they have positive probability with respect to the second conditional probability, then after a finite number of observations, they will become and remain close to each other. If conditional probabilities are defined in a metric space, as proposed in the present paper, different individuals can define conditional probability in different metric spaces. The proposed results show that if different opinions are represented by coherent conditional probabilities defined on the Borel $\sigma$-field by Hausdorff measure in different metric spaces, with metrics bi-Lipschitz equivalent, then the distance between these conditional probabilities goes to zero when the cardinality of the $\sigma$-field of the conditioning events goes to infinity. It is an example of “merging of opinions with increasing information”. The result does not hold if the conditioning event has probability equal to zero or infinity because in this case conditional probability is defined by a 0-1 valued finitely additive, but not countably additive probability and there are examples of 0-1 valued probabilities, which are mutually absolutely continuous but they do not merge. This result confirms the idea, on which is based the model of conditional probability proposed in Theorem 2, that an individual really updates his opinion when the conditioning event is an unexpected, that is an event with zero probability. The future aim of this research is to investigate if a similar result holds for
coherent conditional previsions defined on the class of all Choquet integrable random variables.
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