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Abstract

Automatically discovering composable abstrac-
tions from raw perceptual data is a long-standing
challenge in machine learning. Recent slot-based
neural networks that learn about objects in a self-
supervised manner have made exciting progress
in this direction. However, they typically fall
short at adequately capturing spatial symmetries
present in the visual world, which leads to sam-
ple inefficiency, such as when entangling object
appearance and pose. In this paper, we present a
simple yet highly effective method for incorporat-
ing spatial symmetries via slot-centric reference
frames. We incorporate equivariance to per-object
pose transformations into the attention and gener-
ation mechanism of Slot Attention by translating,
scaling, and rotating position encodings. These
changes result in little computational overhead,
are easy to implement, and can result in large
gains in terms of data efficiency and overall im-
provements to object discovery. We evaluate our
method on a wide range of synthetic object discov-
ery benchmarks namely Tetrominoes, CLEVR-
Tex, Objects Room and MultiShapeNet, and show
promising improvements on the challenging real-
world Waymo Open dataset.

+ JAX/FLAX source code:
https://github.com/google-research/google-
research/tree/master/invariant_slot_attention
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1. Slot attends to an
encoded image.

2. Compute slot position and 3. Create relative
scale from attention masks.  coordinate grids.

Figure 1. Left: Input image. Middle: Invariant Slot Attention
masks. Right: Decoded images with relative coordinate grids
(limited to 6 x6 grids for ease of visualization).

1. Introduction

Humans have the intrinsic ability to form high level
abstractions of objects in visual scenes regardless of their
appearance (Barlow, 2009). In the neuroscience literature,
it is hypothesized that humans place canonical ‘reference
frames’ onto objects (Bottini & Doeller, 2020). Such
reference frames entail a coordinate system around each
object that may allow for forming robust object represen-
tations in a viewpoint-invariant manner (Hinton, 1981), and
thus for making future predictions by manipulating those
reference frames. In a scene with several objects and parts,
Hawkins et al. (2019) posit that human grid cells represent
a hierarchy of reference frames (e.g. the frame of a person’s
hand, the frame of the mug it is holding, the frame of the
mug’s handle) and hypothesize that there are special grid
cells that model relative transformations between different
levels in the scene.

In machine learning, it is also understood that such invariant
object representations could be similarly beneficial. In order
to learn per-object invariances, however, one needs robust
models that can decompose visual scenes into objects. This
topic, known as object-centric representation learning, has
proven to be challenging in the absence of direct supervi-
sion (Greff et al., 2017). Yet, in the past few years, powered
by more complex datasets, scalable architectures, and im-
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proved compute infrastructure, substantial progress has been
made in discovering object representations from raw per-
ceptual data. This includes the use of (inverted) dot-product
attention (Locatello et al., 2020), powerful decoders (Singh
et al., 2021; 2022), optical flow (Kipf et al., 2022; Xie et al.,
2022), depth maps (Elsayed et al., 2022), pre-trained fea-
tures (Seitzer et al., 2023), etc. These advances have made
an investigation into object-level invariances and their ben-
efits for object representation learning more tractable.

Building upon these advances, and inspired by prior work
such as AIR (Eslami et al., 2016) and Spatial Transformers
(Jaderberg et al., 2015), invariance to object pose can be
established by assigning a reference frame to each object.
Any percept related to the object (such as spatial features
in a feature map) can then be processed in a coordinate
system relative to the object’s reference frame, and any
prediction about the object (such as a reconstruction of its
appearance) retains the pose invariance property. Figure 1
shows an example of such a system in the setting of self-
supervised object discovery. Figure 2 shows examples of
learned reference frames.

Reasoning in relative reference frames is an example of a
spatial symmetry; machine learning models can leverage
these symmetries to improve sample-efficiency, general-
ization and prediction consistency (Bronstein et al., 2021).
Much work has been done in leveraging exact spatial sym-
metries, for example in protein dynamics modelling (Han
et al., 2022) or in constrained robotics environments (Wang
et al., 2020a). Yet, these symmetries have been explored
only to a limited extent in scene understanding, where an
object’s appearance might change due to lighting or occlu-
sions, and the effect of 3D rotation on object appearance
cannot be easily formalized (Park et al., 2022).

We focus our paper on the topic of unsupervised object dis-
covery with slot-based models (Greff et al., 2019; 2020).
Slot-based models compress a scene into a discrete number
of latent variables—*“slots”. Slots can learn to represent indi-
vidual objects in the scene without additional supervision.
In these models slots are assumed to be symmetric under
permutation, up to the choice of initialization, which can
facilitate object discovery. Yet, other spatial symmetries
have been explored only to a limited extent. While earlier
methods (Jaderberg et al., 2015; Eslami et al., 2016) use
explicit per-object poses in the decoder, their monolithic
encoders still operate in terms of absolute scene coordinates
and thus do not fully account for spatial symmetries.

In our work, we draw a connection between spatial sym-
metries and slot-based models via the use of pose-relative
position encoding. We base our work on the Slot Atten-
tion (Locatello et al., 2020) architecture, which is a widely
used slot-based model for object discovery. Slot Attention
uses position encoding to map from the grid-structured im-

Figure 2. Examples of reference frames learned by Invariant Slot
Attention. From left to right: input image, soft segmentation masks
with a pair of arrows for each slot, decoded image.

age representation to its set of latent slots via an attention
mechanism, and similarly uses position encoding to map
back into the image space in the decoder. Our core insight is
that we can achieve equivariance to spatial symmetry trans-
formations (i.e., pose transformations) at a per-object level
by transforming the respective position encodings relative
to the each object’s inferred pose. This presents an elegant
yet computationally efficient solution for integrating spatial
symmetries in object-centric architectures.

In our experiments, we demonstrate that incorporating trans-
lation and scale symmetries into Slot Attention results in
improved data efficiency, out-of-domain generalization, and
often overall improvements in object discovery performance
with little computational overhead. While our framework
also allows for incorporation of approximate 2D rotation
symmetry, we find that this frequently only leads to minor
(or no) benefits, likely due to the nature of our datasets
(images of 3D scenes). We evaluate our model, Invariant
Slot Attention (ISA), on standard synthetic object discovery
benchmarks, a challenging textured dataset, and in object
discovery in a real-world autonomous driving dataset.

2. Related Work

Unsupervised Object Discovery. Object discovery using
model inductive biases has been an active and growing area
of research. Early works use an iterative inference setting:
a model alternates between reconstructing an image and
inferring the membership of pixels into groups forming
object representation vectors (or slots) (Greff et al., 2015;
2016; 2017; van Steenkiste et al., 2018; Greff et al., 2019).
These works do not implement spatial symmetries outside
of the use of convolutional networks. Burgess et al. (2019);
Engelcke et al. (2020) also fall in this category, wherein they
auto-regressively predict per-slot attention masks, which are
used to compute unstructured slot latent vectors.
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In a separate line of work, Eslami et al. (2016); Kosiorek
et al. (2018); Jiang et al. (2020) use a monolithic encoder to
predict the position and scale of each object (zyhere). A Spa-
tial Transformer (ST) (Jaderberg et al., 2015) decodes object
appearance invariant to zynere- 10 €nable decoding of com-
plex images, Monnier et al. (2021); Smirnov et al. (2021);
Sauvalle & de La Fortelle (2022) combine ST decoders with
background prediction models. During encoding, partial
translation equivariance can be achieved by predicting ob-
ject positions and scales relative to anchors in a grid (Craw-
ford & Pineau, 2019; Lin et al., 2020; Jiang & Ahn, 2020).

Our work builds on the Slot Attention model (Section 3),
which groups pixels into slots by iteratively computing cross-
attention between inputs and slot latent vectors (Locatello
et al., 2020). We take inspiration from capsules (Hinton
et al., 2011; Sabour et al., 2017; Hinton et al., 2018; Ko-
siorek et al., 2019), which model the hierarchy of relative
transformations between object parts forming objects (and
objects forming a scene). Hinton (2021) points out that slots
in Slot Attention can be thought of as universal capsules
that learn to detect any object in any position and orientation.
Unlike capsules, Slot Attention does not natively model the
part-whole hierarchy. Parts of an object (spatial features
from a CNN encoder) are anchored in the reference frame
of the camera, instead of being represented relative to the
position, orientation and scale of the object. Hence, the
original Slot Attention model is not predisposed to spatially
invariant reasoning about objects and their parts. Since Slot
Attention has been the basis of several recent follow-up
works (Emami et al., 2021; Singh et al., 2021; Sauvalle &
de La Fortelle, 2022), video modeling (Kipf et al., 2022;
Elsayed et al., 2022; Wu et al., 2022), multi-view scene
understanding (Sajjadi et al., 2021), and panoptic video seg-
mentation (Zhou et al., 2022), to name a few, making it
spatially invariant has the potential for broader impact.

Relative Position Encoding. Follow-up work to the orig-
inal Transformer model (Vaswani et al., 2017), replaces
absolute position encodings with an encoding of the relative
distance between a pair of words (Shaw et al., 2018). Since
word or character distances are discrete, most works asso-
ciate a learnable vector with each possible relative distance
between words. Similarly, relative position encoding has
been explored in the context of Vision Tranformers (Doso-
vitskiy et al., 2021; Cordonnier et al., 2020): both in terms
of discrete (Bello et al., 2019; Parmar et al., 2019; Wang
et al., 2020b; Srinivas et al., 2021) as well as continuous
encodings between patches (Zhao et al., 2020). We refer
to Dufter et al. (2022) for a recent review. These methods
consider relative position encoding in an encoder-only setup,
which is orthogonal to our pose-relative position encoding
mechanism that operates on cross-attention and related map-
pings between visual tokens and object slots.

Ideas for relative position encoding in vision have further
been explored in the context of the Detection Transformer
(DETR) (Carion et al., 2020). Zhu et al. (2021) take a step
towards disentangling object query positions in DETR for
supervised detection tasks: attention is only computed over
the local neighborhood of input tokens close to a reference
point. Similarly, Meng et al. (2021); Gao et al. (2021) mod-
ulate DETR’s decoder attention by predicting the supposed
center (and possibly scale) of each detected object from
object queries in each decoder layer. Finally, Wang et al.
(2022); Liu et al. (2022); Zhang et al. (2022) show that sepa-
ration of object positions and scales from object appearance
leads to significant improvements. Unlike our method, their
approach still operates on absolute object coordinates either
as explicit input or output of learnable modules, i.e. it does
not fully respect spatial symmetries. In ISA, we extract
positions and scale from cross-attention masks, which is
expected to ensure spatial equivariance in our architecture.

3. Background: Slot Attention

Our method for object discovery with slot-centric reference
frames is based on the Slot Attention (Locatello et al., 2020)
architecture, which presents a simple yet effective attention-
based method for decomposing scenes into objects and for
learning object representations from un-annotated image
data. Slot Attention consists of an encoder, an attention
mechanism, and a decoder.

The encoder (Ejy), e.g. a convolutional neural network
(CNN), maps images into an intermediate representation
of N = H' x W’ tokens of dimension D;. The atten-
tion mechanism in Slot Attention (SA) simulates a com-
petition of latent slots (slots € RX*Ps) over input tokens
(inputs € RN*Pt) Intuitively, slots win tokens if they
are able to reconstruct the corresponding parts of the input
image — these parts usually correspond to entire objects or
coherent object parts.

The model computes a form of cross-attention (Luong et al.,
2015; Vaswani et al., 2017) between slots, transformed into
queries = Q(slots), and inputs, transformed into keys and
values:

keys = f (K(inputs) + g(abs_grid)) ()
values = f (V(inputs) + g(abs_grid)) 2

Here abs_grid encodes the absolute positions of input to-
kens in an image, K, V), Q, g are linear functions and f is
an MLP. The position encodings are horizontal and vertical
coordinate grids scaled to [-1, 1]. The dot product between
queries and keys yields the attention weights, which are
then normalized over queries to facilitate competition be-
tween slots. The output of cross-attention is computed in
several iterations; in each iteration, a recurrent neural net-
work updates the slot representations (App. Algorithm 1).
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Figure 3. Invariant Slot Attention (ISA-TS) with an input image from MultiShapeNet (left), visualization of five intermediate attention
masks (top; the purple masks corresponds to a background slot), and the decoded image and segmentation mask (right).

The decoder (D) reconstructs the input image based on
the slot latent vectors. We use the Spatial Broadcast (SB)
decoder (Watters et al., 2019), which first repeats each slot
H' = W' times to create the initial spatial feature map, adds
position encoding as in the encoder, and then maps it to
(R,G,B,«) values for each pixel. The o mask, which repre-
sents the predicted segmentation mask, is normalized over
slots. The final image is created by taking the weighted sum
over K slots for each pixel.

4. Invariant Slot Attention

In Invariant Slot Attention (ISA), Figure 3, we introduce
mechanisms for invariant encoding and decoding to the
Slot Attention architecture, with the goal to disentangle slot
appearance from slot position, orientation and scale.

In our formulation, slot latent vectors are invariant to object
pose, while slot position, orientation and scale are equivari-
ant to pose transformations. Note that slot scale refers to
the spatial extent in pixel space and therefore accounts for
both the object’s size as well as distance to the camera. Our
mechanism can be implemented in two easy steps:

Step 1: Either initialize slots with explicit reference frames
in addition to their latent vectors that encode appearance,
or, if available, compute slot reference frames from per-slot
attention masks.

Step 2: Create relative position encodings, rel_grid, in each
iteration of Slot Attention and in the SB decoder using
reference frames (slot poses) from step 1.

The following subsections explain the above steps in detail
along with how rel_grid can be used instead of abs_grid in
Slot Attention iterations and the SB decoder.

4.1. Translation and Scaling Invariant Slot Attention

To achieve invariance to translation and scaling, we instan-
tiate 2D slot positions (S,) and scales (S,), which can
be initially sampled randomly or learned (Appendix C).
(Sp, Ss) define a reference frame for each slot. We use it to
translate and scale the input position encoding for each slot

k € {1,..., K} separately:
rel_grid® = (abs_grid — S%) / S¥ 3)

We translate and scale by the inverse of slot positions and
scales. Intuitively, we are undoing the estimated object pose
so that we can process it in a canonical reference frame. To
compute attention masks, we create per-slot keys and values
with rel_grid instead of abs_grid. Thatis, V1 < k < K:

keys® = f (IC(inputs) + g(rcl,gridk)) 4)
values® = f (V(inputs) + g(rel,gridk)) 5)

Note that, compared to Equations (1) and (2), we now have
N x K keys and values, and K queries. The original Slot
Attention has only NV keys and values. We find the increase
in computational cost negligible in the standard regime of
detecting around 10 objects in an image.

To infer S, and S, we use the obtained per-slot keys and
values to compute attention weights, attn, from which we
in turn extract new slot positions and scales:

25:1 attn,, x abs_grid,,

S = (6)
g S attn,
N 1 a2
5, — > n1(attn, + €) x (abs_grid,, — Sp) ™

SN (attn,, + €)

The intuition behind this process is that attention weights
focus on the relevant object in the image, and we can use
the center of mass of the attention mask to infer the objects’
position, and its spread to infer its scale.

The same process is repeated in each Slot Attention iteration.
Afterward, we run one additional iteration to compute slot
statistics without updating the slot latent vectors.

In the Invariant Spatial Broadcast decoder, we create pose-
relative position encoding using the same process as in the
encoder. We use the final per-slot reference frames (.S, Ss)
computed in Slot Attention and we compute rel_grid as in
eqn. (3). rel_grid is then projected to Dy, the slot dimension,
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using a linear function h and added to spatially-broadcasted
slots SB € REXH xW'xD..

(R,G,B, o) = Dy(SB + h(rel_grid)) (8)

where rel_grid € RE*H' xW'x2 Al changes described in
this section can be implemented in a few lines of code (Ap-
pendix Algorithm 1). Note that we backpropagate through
both the computed slot positions and scales, and the relative
coordinate grids.

Although we demonstrate our idea with image-based Slot
Attention and 2D spatial symmetries, the same principle
could apply in videos, by processing each frame with the
proposed method, (Kipf et al., 2022; Elsayed et al., 2022), or
in 3D with slot-based Neural Radiance Fields (Mildenhall
et al., 2020) or Object Scene Representation Transformers
(Sajjadi et al., 2022), by equipping slots with positions ex-
tracted from multiple views, (Stelzner et al., 2021; Sajjadi
et al., 2021; Yu et al., 2022).

4.2. Invariance to Rotations

The orientation of an object is much more ambiguous than
its position and scale. To study this symmetry, we use a
simple principal component heuristic (Yi & Marshall, 2000)
to estimate slot poses. We estimate the orientation of an
object using the axis with the highest variation (the first prin-
cipal component) of the attention mask. We then construct a
rotation matrix S, with the principal and an orthogonal axis,
with rotations limited to /4. Further details are provided
in Appendix C.2. We then compute the relative position
encoding by inverse translation, rotation and scaling:

rel_grid® = (S¥)~!(abs_grid — S;;) / Sk. )

S. Experiments

% |

Figure 4. Datasets (left to right): Tetrominoes, Objects Room,
MultiShapeNet, CLEVRTex, and Waymo Open.

We evaluate Invariant Slot Attention (ISA) on six unsuper-
vised object discovery datasets illustrated in fig. 4, which
include both synthetic and real-world datasets. We measure
the Adjusted Rand Index for foreground object segments
(FG-ARI) and the mean squared error of decoded images
(MSE) summed over all pixels and averaged over images,
please see Appendix E for details.

5.1. Proof of concept: Tetrominoes

Starting with a proof of concept, we study translation invari-
ance on the Tetrominoes dataset (Kabra et al., 2019) with

simple geometric shapes over a black background. We com-
pare Slot Attention (SA) against Translation Invariant Slot
Attention (ISA-T). We conduct experiments in two settings:
(1) where only a few (64 to 1024) training samples are avail-
able to the model, and (2) where training samples are biased
to only have objects appear in the left side of the image and
test samples may have objects in all positions. The former
tests sample efficiency and the latter tests out-of-distribution
generalization at test time.

Results are shown in Figure 5. It can be seen that using
pose-relative position encoding substantially improves sam-
ple efficiency. In experiment (1), ISA-T requires around 2 x
to 4x fewer samples to achieve performance equivalent to
SA. Note that we used translational data augmentation in
this experiment and picked optimal hyperparameters that
favoured the SA baseline. This demonstrates that sample
efficiency gains achieved through our method are not su-
perseded by those from standard data augmentation. We
argue that this may be due to how ISA-T models translation
of individual objects, which cannot be captured by simply
translating the entire image. In experiment (2), ISA-T again
outperforms the SA baseline, demonstrating stronger out-
of-distribution generalization. No data augmentation was
used in this experiment in order to carefully control the
distribution shift.

5.2. Evaluating translation and scaling invariance

We evaluate translation invariant SA, ISA-T, and translation
and scaling invariant SA, ISA-TS, on four synthetic multi-
object datasets for unsupervised scene decomposition.

In Objects Room (Burgess et al., 2019), as shown in Fig-
ure 6, both invariant models achieve higher ARI scores
across all validation sets when compared to SA. We treat
floors, walls and ceilings as objects in these experiments
and hence report ARI instead of FG-ARI. We also note a
substantial reduction in uncertainity across seeds for ISA.

In MultiShapeNet (Stelzner et al., 2021), we find both ISA-
T and ISA-TS to greatly improve performance compared to
SA (Figure 6-bottom, All Objects). Upon closer qualitative
examination, we found that ISA-TS was more prone to over-
segmentation; such as segmenting the head of a chair and its
legs as separate objects. We controlled for this behavior by
creating a new training and evaluation split consisting of all
MultiShapeNet images with exactly four objects (Figure 6-
bottom, Four Objects). Here we set the number of slots to
five making over-segmentation less likely. In this controlled
setting, ISA-TS outperforms ISA-T and SA.

We also evaluate on the CLEVR dataset (Johnson et al.,
2017; Kabra et al., 2019), but both ISA variants and the
baseline Slot Attention model achieve near-perfect segmen-
tation and decoding, see appendix table 5.
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Figure 5. Comparing between Slot Attention (SA) and Translation Invariant Slot Attention (ISA-T) on Tetrominoes. ISA-T (a) reaches the
same performance as SA with 2 to 4 times fewer samples, and (b) is able to generalize to OOD object positions.
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Figure 6. Top: Objects Room ARI with background segments
included: Higher is better. We use 10 seeds per experiment. For
exact numbers see Table 6. Bottom: MultiShapeNet FG-ARI
results using 5 random seeds. For exact numbers see Table 7.

CLEVRTex (Karazija et al., 2021) is perhaps the most com-
plex synthetic dataset in the relevant literature, where plain
Slot Attention was previously reported to fail; we report
the results of 12 different Invariant Slot Attention variants
and ablations in the appendix in Table 8 and summarize
key findings in Table 1. Following the trend on previous
datasets, ISA-T and ISA-TS each lead to 10%+ absolute
improvement in FG-ARI (Table 1, CNN).

To our surprise, plain Slot Attention can be made a competi-
tive baseline with three simple changes: a stronger backbone
(ResNet-34 without pre-training) (He et al., 2016), a larger
feature map resolution (162) with the same resolution in the
encoder output and decoder input (i.e. the spatial broadcast
resolution in the decoder is set to 162 as well), and learnable
initial slots (please see Section C.1).

Even in this improved setting (Table 1, ResNet), we mea-
sure between 1% and 3% FG-ARI improvement between

Table 1. CLEVRTex FG-ARI(%) results on the test set, CAMO
set (objects and backgrounds blend together) and OOD set (novel
textures). Prior results taken from (Karazija et al., 2021) use 3
random seeds, we use 10 random seeds. FG-ARI is reported in %.
For MSE please see the Table 8. (CNN) refers to models using a
4-layer CNN backbone, while (ResNet) models use a ResNet-34.

Method Main CAMO OOD

SPACE 175 a1 10.6 t2.1  12.7 +3.4
DTI 79.9 14 729 119 737 110
AST-Seg-B3-CT  94.8 05 87.3 +38 83.1 o8
SA (CNN) 54.5 t16 53.0 t16 54.2 126
ISA-T (CNN) 66.8 +5.7 65.0 £4.9 65.1 +48
ISA-TS (CNN) 78.8 +3.0 72.9 435 73.2 +3.1
SA (ResNet) 91.3 +27 84.9 129 81.4 114
ISA-T (ResNet) 87.4 66 79.0 1590 T78.6 a9
ISA-TS (ResNet) 92.9 04 86.2 tos 84.4 +o0s

SA and ISA-TS depending on the validation set. ISA-TS
outperforms the state-of-the-art (AST-Seg-B3-CT) on the
out-of-distribution (OOD) test set, where novel textures and
shapes are used (Sauvalle & de La Fortelle, 2022). Our
results suggest that ImageNet and background model pre-
training, which are used in AST-Seg-B3-CT, are not neces-
sary to solve CLEVRTex. ISA-T, however, performs poorly
in this setting. We note how its FG-ARI is being pulled
down by a poorly performing seed, although that alone did
not explain the overall drop.

In summary, we find that both translation and scaling sym-
metries can lead to large benefits in Slot Attention’s ability
to discover and segment objects. We hypothesize that this is
in part because of the added inductive bias that guides the
unsupervised discovery of objects, and partly due to weight
sharing across positions and scales when decoding objects.
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Table 2. Rotation invariance: Comparing ISA-TS against ISA-
TSR in various benchmarks. Objects Room results are ARIs
whereas all others are FG-ARIs. Remaining benchmarks eval-
uations are in the appendix Table 4.

(FG-)ARI t
Dataset ISA-TS  ISA-TSR
Objects Room (w/ bg) Val.  85.5 +6.6  84.3 +a6
CLEVR 98.9 102 98.0 +09
MultiShapeNet
- All Data 69.8 t11  T7.7 155
- Four Objects 86.5 1.1 80.7 +6.4
CLEVRTex (CNN) 78.8 £39 79.6 +55
CLEVRTex (ResNet) 92.9 04 93.3 to7
Original image Translate Rotate Scale

Figure 7. Controlling slots with ISA-TSR on MultiShapeNet.

5.3. Invariance to rotations

We find rotational invariance ISA-TSR leads to mixed re-
sults across datasets (see Table 2. On one hand, ISA-TSR
further pushes the state-of-the-art on CLEVRTex, increasing
FG-ARI by around 0.5%. On the other hand, we find that
it decreases performance on Objects Room and CLEVR.
Despite that, it does allow us to control the rotation of the
decoded objects, which appears reasonably well captured
(Figure 7). We hypothesize that our heuristic rotation estima-
tor, that uses principal axes, is too susceptible to symmetric
objects which cause ambiguity in the detected rotation. As
a mitigation, future work could enable the model to predict
corrections to the rotational heuristic.

5.4. Real-world evaluation: Waymo Open

To investigate the utility of object pose invariance as an in-
ductive bias on real-world visual data, we evaluate ISA for
unsupervised instance segmentation on Waymo Open v1.4
(Sun et al., 2020; Mei et al., 2022), a dataset of videos col-
lected from cameras on Waymo cars. The dataset has been
previously used in unsupervised learning (e.g. Elsayed et al.
(2022)); however, we are the first to report positive single-
frame RGB-only results for object discovery, i.e. without
the use of optical flow, depth features, or temporal infor-
mation. Waymo Open is highly challenging since both the
foreground objects and backgrounds are highly varied and
move as the car moves. In comparison, prior methods tested

¢
0.6 1
¢
Z 041 E==n i = T
< ‘
202- ‘
001 V] S — Depth ------
o \?}\‘9 ,'{9% o ")V? vg;(”
O ¥ N o
¥
N\

Figure 8. Waymo Open (ResNet) across 10 seeds.

on real-world datasets exploit static backgrounds (Kosiorek
et al., 2018; Sauvalle & de La Fortelle, 2022).

We find ISA-TS to increase FG-ARI by 12% compared to
SA (Figure 8). Adding rotational symmetry decreases FG-
ARI by about 5% compared to ISA-TS; we hypothesize that
rotations of complex objects and backgrounds are too am-
biguous to detect by our heuristic. Slot positions and scales
in ISA-TS allow controlling decoded outputs (Figure 9).

Qualitatively, we find the computed FG-ARI and the per-
ceived quality of predicted segmentation masks to not al-
ways be in agreement — all Slot Attention models focus on
landmarks, such as large buildings, trees, traffic signs and
lanes of a road (Figure 10), whereas Waymo Open, naturally,
only scores the detection of other cars and pedestrians.

Following Elsayed et al. (2022), we test if predicting depth
instead of RGB improves emergent object segmentation.
We find depth targets (the model still receives only RGB
images as input) indeed increase the FG-ARI of Slot Atten-
tion, as cars and pedestrians do not blend in the clutter of
complex backgrounds. But, depth images do not exhibit
the same symmetries as RGB images. For example, as a
car moves further away from the camera, its depth value
changes whereas its color does not. Indeed, we find that
ISA-T reaches the same performance as the baseline, unless
we explicitly break the symmetry in the model.

5.5. Symmetry breaking

Invariant Slot Attention ensures that the slot latent vectors
are invariant to the absolute positions of the features they
attend to', as long as the individual feature vectors do not al-
ready have position information encoded in them. However,
we find that the visual backbone can leak absolute position
information, which they can detect, for example by looking
at the zero-padded edges added in their convolutions. This

!"This holds true only with random initial slot statistics, since
learnable initial slot statistics already break the symmetry.
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Figure 9. Controlling slots with ISA-TS (ResNet) on Waymo Open RGB.

Input Image Soft Segmentation Mask

Figure 10. Waymo Open RGB predicted soft segmentation masks
of ISA-TS (ResNet). Soft segmentation masks blend pixel colors
based on normalized per-slot o masks.

effect is limited to image boundary regions in the default
4-layer CNN backbone used in Slot Attention (Locatello
et al., 2020), which we adopted for ISA, but it is clearly pro-
nounced when using a more expressive ResNet-34 encoder.

Instead of Invariant Slot Attention having to “cheat” to
break equivariance, we can explicitly append slot posi-
tions/rotations/scales to the slot latent vectors right before
they are passed to the gated recurrent unit (GRU) (Cho et al.,
2014) in each Slot Attention iteration. The intuition for
this design decision is that we allow the GRU to model the
movement of per-slot attention masks over the iterations.
We test this version of the model on CLEVRTex and find it
to significantly improve ISA when using the default, shal-
low CNN backbone. We denote this model version using
“-Append”. Specifically, ISA-TSR-Append (85.4% FG-ARI)
outperforms ISA-TSR (79.6% FG-ARI) and successfully
segments various CLEVRTex scenes (Figure 14). When
using a ResNet-34 backbone however, there is no significant
difference between the two model variants, likely since the
ResNet itself already leaks absolute position information
into the model.

On Waymo Open, we further investigate breaking the sym-
metry in both encoder as well as the decoder by using both
pose-relative as well as absolute position encoding. This
leads to around 5% FG-ARI improvement over both SA and
T-SA (ResNet), Table 10.

Input Image SA ISA-TSR

cale”

Figure 11. CLEVRTex predicted segmentation masks of three
CNN Slot Attention variants. The absolute difference in FG-ARI
between the leftmost and rightmost model is 30%.

ISA-TSR-Append

Table 3. Model ablations: We report FG-ARI (in %) across Tetro-
minoes, CLEVRTex and Waymo Open for three different ISA
model variants and two ablations: “dec. only* uses pose-relative
position encoding only in the decoder and “stop grad.* does not
backpropagate gradients through the estimated pose parameters.

Model Dataset FG-ARI
ISA-T Tetrominoes 96.3 +3.6
- dec. only 92.3 424
ISA-TSR (ResNet) 93.3 +0.7
- dec. only CLEVRTex 93.4 +1.0
- stop grad. 73.4 +105
ISA-TS (ResNet) 39.8 +5.3
- dec. only Waymo Open 32.4 +7.
5.6. Ablations

We conduct two ablation studies to examine whether spatial
symmetries are necessary in the Slot Attention encoder mod-
ule (“dec. only”) and whether gradients need to flow through
the computation of reference frame parameters (S, Ss, Sr)
(“stop grad.”). Ablation results are summarized in Table 3.

“Dec. only” refers to using abs_grid instead of rel_grid in
the attention mechanism but still using rel_grid in the SB
decoder. That is, the encoder is now not explicitly incorpo-
rating spatial symmetries whereas the decoder is still doing
so. The slot reference frames required for doing so in the
decoder are computed using the attention maps, attn, from
the last iteration of slot attention. We find that this ablation
has a significant negative impact on segmentation perfor-
mance on Tetrominoes, in which objects are symmetric
under translation within image boundaries (excl. occlusion).
On CLEVRTex, we find its FG-ARI to be comparable to the
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unablated version (ISA-TSR). We find, however, that this
ablation can have a negative effect on reconstruction qual-
ity: whereas ISA-TSR (ResNet) achieves a reconstruction
MSE of 185.9 £ 6.4 on CLEVTex (Main), the “Dec. only”
ablation results in an increased error of 200.4 £ 6.6. Since
“dec. only” does not decompose appearance and pose during
encoding, we hypothesize that this entangled slot represen-
tation is detrimental to generalizing across object positions
and textures. Similar to Tetrominoes, we find a significant
reduction in FG-ARI for this ablation on Waymo Open.

The “stop grad.” results in Table 3, show that is it crucial
to allow the gradients to flow through the pose estimation
mechanism, which suggest that the backwards pathway al-
ters cross-attention weights in Slot Attention to obtain more
useful reference frames.

6. Conclusion

We have introduced Invariant Slot Attention (ISA), a method
for unsupervised scene decomposition and object discovery
using slot-centric reference frames, which enables learn-
ing object representations that are invariant to geometric
transformation including translation, scale and rotation. Our
method incorporates spatial symmetries on a per-object ba-
sis with little computational overhead, which is achieved
via simple changes to the positional encoding used both in
the attention mechanism and the decoder of Slot Attention.

Even though our investigation of data efficiency and general-
ization benefits focused on unsupervised scene understand-
ing, per-object reference frames are likely worth broader
consideration in future work, as data augmentation alone is
unable to capture these symmetries effectively. One limita-
tion of such an approach is that exact translation, scale and
rotation symmetries of objects are rarely present in images
of 3D scenes, and it is unclear how backgrounds should be
handled. Despite this, we see evidence that per-object sym-
metries, especially in combination with ways for the model
to break the symmetry by additionally using absolute, global
reference frames, frequently improve model performance.
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A. Limitations

Although invariant slot attention has many benefits, we have identified the following areas of improvement and possible
future work.

ISA-TSR incorporates spatial symmetries in 2D pixel space whereas the world is 3D. Without prior knowledge of the
object’s underlying 3D geometry it is difficult to model, for example, out of plane rotation, shear, and non-rigid deformations.
Incorporating spatial symmetries in 3D extension of our method could help address this limitation.

Complex scenes are composed of not just objects but also “stuff” such as sky, road, and ocean. Modeling position, scale, and
rotation of the sky, for example, is counter intuitive. Instead these could be modelled as background. A highly promising
future direction is to combine Invariant Slot Attention with a background model — do the foreground and background models
require different symmetries?

A limitation, not of our method, but of our experiments is that we focus solely on object discovery whereas our architectural
contribution is more general. Our position and scale invariant cross-attention approach could be, for example, ported to
DETR for supervised object detection and panoptic segmentation by replacing Slot Attention slot queries with DETR object
queries. As in recent versions of DETR, such as Zhang et al. (2022), we use learnable initial slot positions and scales in
some of our experiments. Zhang et al. (2022) predict the positions and scales of object queries (analogous to slots in slot
attention), which are then refined throughout their decoder. We instead extract positions, rotations and scales from the
attention masks to ensure equivariance of the computation.

Lastly, our experiments are still bottlenecked by the current capabilities of object discovery methods. As new methods
for unsupervised / weakly-supervised instance level scene decomposition in in-the-wild data emerge, future work should
investigate whether the explicit modeling of spatial symmetries continues to play a key role.

B. Pseudocode

The pseudo-code of ISA-TSR is provided in Algorithm 1. This follows the discussion in Section 4.1. The only detail that
we’d like to add here is a scaling parameter § which scales rel_grid in line 6. We set 4 = 5 in all our experiments. We do
this for numerical and stability reasons. For example, this results in rel_grid ranging from -2 to 2 instead of -10 to 10 for
an object with Sy = 0.1.

C. Model details
C.1. Architecture details

The model consists of the same three components as Slot Attention: an encoder Ejy, the attention module, and the decoder
D. In our experiments, two types of visual backbones were used: 1) a shallow CNN encoder similar to that of (Locatello
et al., 2020) and 2) a ResNet-34 (He et al., 2016), details of which are explained below. In all cases the spatial broadcast
operation in the SB decoder matched the number of tokens output by the encoder.

Encoder details For the Tetrominoes dataset, the shallow CNN encoder consists of 4 convolutional layers (64 channels,
kernel size 5 x 5, stride 1, ‘SAME’ padding) and ReLU activations (Nair & Hinton, 2010). The output feature map size is
35 x 35 which is the same as the input size.

In the Objects Room dataset, the shallow CNN encoder is the same as that in Tetrominoes except that the first two layers
have stride 2 and that input images are of size 64 x 64 resulting in feature maps of size 16 x 16.

For all other synthetic datasets (CLEVR, CLEVRTex, MultishapeNet), the shallow CNN encoder consists of 4 convolutional
layers (64 channels, kernel size 5 x 5, ‘SAME’ padding) and ReLU activations. The stride is 2 for the first three layers and 1
for the remaining one layer. Input images are of size 128 x 128. We thus obtain feature maps of size 16 x 16.

ResNet-34 (He et al., 2016) is the standard ResNet model with 34 convolutional layers. We used group normalization
(Wu & He, 2018) instead of batch normalization (Ioffe & Szegedy, 2015) to avoid a dependence on training batch size.
All experiments that used this encoder, as opposed to the shallow CNN, have been marked with ‘(ResNet)’ in the main
manuscript. This includes several experiments on the CLEVRTex dataset and all the experiments on the WaymoOpen
dataset. The inspiration to use a bigger backbone on more complex data comes from the SAVi++ method (Elsayed et al.,
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Algorithm 1 Translation, Rotation, and Scaling Invariant Slot Attention.

Inputs: inputs € RV *Pinvuts abs_grid € RV 2, slots € RE*Psiets Slot positions, S, € RE*2,
Slot rotations, S, € R *2%2 Slot scales, S5 € RE*2 T jterations, small e.
Data: Encoders f, g, k, v, g, parameters of LayerNorms, MLP and GRU, 4.
Outputs: slots € RE*Deior G ¢ REX2 G« REX222 16 ¢ REX2,
1: inputs = LayerNorm(inputs)
2: fort=1toT + 1 do
3:  slots_prev = slots
4:  slots = LayerNorm(slots)

5. # Computes relative grids per slot, and associated key, value embeddings.
6: fork=1to K do

7 rel_grid® = (%)~ ' (abs_grid — SEY / (SEx9)

8: keys® = f (k(inputs) + g(rel,gridk))

9: values® = f (v(inputs) + g(rel,gridk))

10:  end for

11:  # Inverted dot production attention.

122 for k =1to K do

13: attn® = \/%keysk % q(slots™)T

14:  end for

15:  attn = softmax(attn, axis = “slots™)

16:  updates = WeightedMean(weights = attn, values = values)
17:  attn /= Sum(attn, axis = “inputs”)

18:  # Updates S, S5 and slots.
19: fork=1to K do

20: Sk = WeightedMean(weights = attn”, values = abs_grid)

21: Sk = Symmetrize(WeightedPCA Analytical(inputs = abs_grid — SZ;’. weights = attn*)
22: Sk = \/WeightedMean(weights = attn® + ¢, values = [(S}) ! (abs_grid — SF)]?)

23:  end for

24:  ift < T + 1 then

25: slots = GRU(state = slots_prev, inputs = updates)

26: slots += MLP(LayerNorm(slots))

27:  endif

28: end for

14
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2022). Input images are 128 x 128 for CLEVRTex and 128 x 192 for Waymo Open. We reduce the stride in the ResNet root
block (3 x 3 convolutional layer in the root block with stride 1 with no max pooling operation after it, as is conventional for
ResNets on small input images). Thus the output feature map size is 16 x 16 for CLEVRTex and 16 x 24 for Waymo Open.

Attention module details The attention module consists of functions Q, I, V', and g which are linear projections (without
bias, except for g which has a bias term) and function f which is a MLP. The linear projections have output dimension 64,
the MLP has a hidden size 128, output dimension 64, and applies layer-norm on its inputs (“pre-norm’). We used three
iterations of slot attention as in the original publication (Locatello et al., 2020) which are mediated by a Gated Recurrent
Unit and a MLP with hidden size 128, pre-normalization, output size 64, and a residual connection.

All experiments use 11 slots except in Tetrominoes where we use 4 slots and MultiShapeNet where we use 5 slots in both
splits. Slots in slot attention are iteratively updated but must be initialized. We used a learned initialization in all cases. The
learnable weights are themselves initialized using a standard normal distribution A (0, 1). Reference frames associated
with these slots are also initialized with learnable embeddings in all experiments except in Tetrominoes and in CLEVR
where they are randomly sampled in every forward pass. In those experiments where they are learnable embeddings, S,
are initialized using ¢/ [—1, 1], S; are initialized using N'(0.1,0.01), S, are initialized using 7 tanh (N(0.,0.1)). In those
experiments where they are randomly sampled in every forward pass, S, are sampled from U [—1, 1], S, are sampled from

N(0.1,0.1), and S, are sampled from ¥/ [—Z, Z].

Spatial broadcast decoder details In Tetrominoes, we use an MLP that decodes each pixel independently given the slot
vector and pixel coordinates. It has five layers, with hidden size 256, interleaved with ReLLU activations.

For the Objects Room dataset, we use a CNN decoder with 5 transpose convolutional layers (kernel size 5 x 5, stride 2 for
the first two layers and stride 1 for the remaining, ‘SAME’ padding, 64 channels) interleaved by ReLLU activations. Input
feature maps are spatially broadcasted position encoded slots at a resolution of 16 x 16. The output image is of size 64 x 64.

All other datasets use the same setup as the Objects Room dataset, except that outputs are of size 128 x 128 (except Waymo
Open at 128 x 192) and so while input feature maps are at 16 x 16 (16 x 24 for Waymo Open) there is one extra convolution
transpose layer with stride 2.

A final dense layer (also referred to as a 1 x 1 conv.) projects the decoder output to the 3 channel RGB predictions.

Function A is applied to rel_grid and is a linear projection to 64 dimensions with a bias term.

C.2. Rotation estimation

Our heuristic assumes that the orientation of a slot is given by the axis with the highest variation (the first principal
component). E.g., the axis of an outline of a car would be horizontal, whereas the axis of an outline of a person would
be vertical. We can compute this axis v¥ (and a second orthogonal axis v%) for each slot k by using weighted Principal
Component Analysis (PCA) with abs_grid as the input and attn as the weights:

v, v5 = WeightedPCA (abs_grid, attn®) (10)

Importantly, we can compute the axes analytically by computing the eigenvalues of a 2x 2 weighted covariance matrix. This
facilitates stable gradients when we backpropagate through the rotation detection. We further ‘post-process’ the axes to (1)
make sure the coordinate grid is always left-handed (so that we do not accidentally mirror objects) and (2) limit rotations to
[0, 45°]. The latter partially accounts for the ambiguity in the detected rotation — our heuristic attempts to align the object
either horizontally or vertically with a gentle rotation without flipping it upside down, etc.:

o}, o5 = post-process (v}, v5) | (11)

|
5= [k ). a2
|

v1 and ¥, form the columns of a rotation matrix Sf.
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D. Optimization details

The model is trained using Adam (Kingma & Ba, 2015) with a learning rate of 4 x 10~ on all datasets except for Waymo
Open Depths, where we use 2 x 10~ following (Elsayed et al., 2022). We use a learning rate warm-up going from 0 for 50k
steps. Afterwards, the learning rate decays using cosine decay to 0 (Loshchilov & Hutter, 2017). We train for 500k training
steps, except for Waymo, 300k, and Tetrominoes, 50k. In Tetrominoes, we use 5k steps warm-up. The batch size is 64.

E. Evaluation metrics

In all datasets, except for Objects Room where we report ARI, we report the foreground adjusted rand index (FG-ARI). This
metric measures the foreground object decomposition and is based on the ARI metric (Hubert & Arabie, 1985) popular in
clustering literature. It measures, for each pair of pixels, whether their grouping is the same in the predicted segmentation
maps and in the ground truth. It is permutation invariant and therefore suitable for class agnostic instance segmentation
without the need for explicit matching between predicted and ground truth segments. FG-ARI has been reported in several
recent works in the community such as (Singh et al., 2022; Kipf et al., 2022; Locatello et al., 2020).

We also report image reconstruction performance in terms of mean squared error (MSE) in some datasets. These are reported
mainly for completeness and the model has not been optimized to produce high quality reconstructions.

F. Dataset details
F.1. Waymo Open

For depth prediction experiments, we use a pre-trained Dense Prediction Transformer (DPT, Ranftl et al. (2021)) to predict
disparity masks for all images, which we then normalize to a 0-1 range per image. The DPT prediction are then used as
targets for the Slot Attention decoder.

G. Additional experimental results
G.1. Invariance to rotations

All quantitative results comparing ISA-TS and ISA-TSR are reported in Table 4.

Table 4. Rotation invariance: Comparing ISA-TS against ISA-TSR in various benchmarks. Objects room results are ARIs whereas
all others are FG-ARIs.

(FG-)ARI 1

Dataset ISA-TS ISA-TSR
Objects room (w/ bg)

Validation 85.5 +t6.6 84.3 +46
Six Objects 84.5 146 83.2 127
Empty Room 83.6 +s8  81.5 +7.1
Identical Colors 85.1 1509 83.8 139
CLEVR 98.9 +02  98.0 +0.9
MultiShapeNet

- All Data 69.8 +1.1 T7.7 155
- Four Objects 86.5 +1.1 80.7 +6.4
CLEVRTex (CNN) 78.8 £39 79.6 +55
CLEVRTex CAMO (CNN) 72.9 35 73.8 £4.9
CLEVRTex OOD (CNN) 73.2 +31  T74.9 138
CLEVRTex (ResNet) 92.9 to4  93.3 +o7

CLEVRTex CAMO (ResNet) 86.2 +0.s  87.0 +1.7
CLEVRTex OOD (ResNet) 84.4 +os 849 +1.2
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Table 5. Results on the CLEVR dataset. Except for AST which used 3 seeds, all methods used 5 seeds. AST-Seg-B3-CT numbers are
copied from Sauvalle & de La Fortelle (2022).

Method 1TFG-ARI |MSE
AST-Seg-B3-CT  98.3+0.1 16+
SA 98.8+02 13
ISA-T 99.0-02 112
ISA-TS 98.9102 11+
ISA-TSR 98.0+00 124>

Table 6. Result on Objects Room with background segments included, 10 random seeds.

Method TARI (11 slots), background included.
Validation Six Objects Empty Room Identical Colors
SA 63.0+179 62.8 L1584 58.4 1164 61.2+173
ISA-T 83.5+02 82.5+67 78.7+143 824150
ISA-TS 85.5:65 84.5: 46 83.6:53 85.1:50
ISA-TSR  84.3:46 83.2+27 81.5+71 83.8+39
G.2. CLEVR dataset

A table of results for the CLEVR dataset are presented in Table 5.

G.3. Objects Room dataset

A table version of the bar plot in Figure 6-Top, is presented in Table 6.

G.4. MultiShapeNet

A table version of the bar plot in Figure 6-Bottom, along with the performance of ISA-TSR, is presented in Table 7. We
further show learned segmentation masks, slot positions and scales in Figure 12.

Table 7. Results on MultiShapeNet-Easy, 5 random seeds.

Method All Data Four Objects
TFG-ARI |MSE 1FG-ARI |MSE
SA 56.8+26 3345 71.5+116 50+2
ISA-T 71.2455 2943 823153 4314
ISA-TS 69.841.1 27+ 86.5:1.1 415

ISA-TSR  77.7+55 3543 80.7+6.4 5146

G.5. CLEVRTex results

Table 8 compiles all evaluations on the CLEVRTex alongside FG-ARI and MSE metrics and several baselines. We
further report FG-mIoU results in Table 9. We further show image decodings, learned segmentation masks, slot positions,
orientations and scales in Figures 13, 14 and 15.

G.6. Waymo Open results

Table 10 compiles all experiments pertaining to the Waymo Open dataset.
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Table 8. CLEVRTex results on the test set, CAMO set (objects and backgrounds blend together) and OOD set (novel textures)

results taken from (Karazija et al., 2021) use 3 random seeds, we use 10 random seeds. FG-ARI is reported in %.

Method CLEVRTex CLEVRTex CAMO CLEVRTex OOD
TFG-ARI |MSE TFG-ARI |MSE TFG-ARI |MSE
SPACE 17.5441 29850 10.642.1 25161 127434 387 66
DTI 79.9+14 43812 72.9+19 377 +17 73.7+10 5904
Gen-V2 3124124 315106 29.6+125 278+75 29.0+112 5391147
eMORL 45.0+7s 318+43 423172 269131 43,1193 471 +51
AST-Seg-B3-CT 94.8.05 1397 87.3+338 14546 83.1+0s 832424
SA 54.5+16 24124140 53.0+16 216.6+1118 542406 414.7 1277
ISA-T (CNN) 66.8+57 229.8+1204  65.0+49 213241163 65.1+4s 458.6+252
ISA-TS (CNN) 78.8+39 223.8165 7294135 2109462 732431 480.6+32.6
ISA-TSR (CNN) 79.6+55 234.5+66 73.8+49 220.5+88 749435 499.9 +560
+ append 854104 23424309 78.8122 2235146  78.2+10 554.0+25.1
SA (ResNet) 91.3427 206.7+20s  84.9+29 2244019 814414 629.1+299
ISA-T (ResNet) 874160 197.14270  79.0+59 217.6t245  78.6+49 548.1+213
ISA-TS (ResNet) 92.9104 176.9+34 86.2108 196.3+7.1 84.4108 578.3+225
ISA-TSR (ResNet) 93.3:07 185.9+64 87.0+17 206.11100 84.9+:1> 595.2+356
+ append 93.6+0s 185.6+55 87.5:00 201.1460  84.8+07 647.1+246
- dec. only 93.4+10 200.4+66 87.2+17 223.5+53 839416 614.4-+407
- stop grad 73441105 392.6+1165  62.8+103  388.24812  67.5+s80 621.9+623

. Prior

Table 9. CLEVRTex results on the test set, CAMO set (objects and backgrounds blend together) and OOD set (novel textures). FG-mlIoU
is reported in %. 10 seeds.

Method CLEVRTex CLEVRTex CAMO CLEVRTex OOD
TFG-mloU |MSE TFG-mloU |MSE TFG-mloU |MSE
SA (ResNet) 69.7122 206.7+20s8 63.9+121 22441019 63.5+16 629.1+2909
ISA-T (ResNet) 66.4:32 19714270 58.7+27 217.6+245  61.7+25 548.1:215
ISA-TS (ResNet) 72403 176932  65.6+00 196.3:71  66.7 09 578.3+225
ISA-TSR (ResNet) 71.4:15 18594164  64.9:12 206.1+:100 66.3+13 59524356

Table 10. Results on Waymo Open v1.4 with RGB and depth targets. All experiments used the ResNet-34 encoder and ran 10 random

seeds.

Method Target FG-ARI MSE
SA RGB  27.6+127 58435
ISA-TS RGB  39.8+55 523:n
-dec.only RGB  324+71 586+
ISA-TSR RGB 312484 561426
SA Depth  40.6+50 9540
ISA-T Depth  40.6+79  106+11
ISA-T-ABS Depth 45.2:122 9649
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Figure 12. Per-slot reference frames learned without supervision on MultiShapeNet. Left column: input image. Right column: recon-
structed image. Middle column: we show the (X, y) position, (sX, sy) scale and orientation of individual slots overlaid over a predicted soft
segmentation mask. Each pair of blue and orange arrows corresponds to one slot. The longer the arrows, the higher the scale of the slot is.
We filter out slots that have a low predicted probability in the segmentation mask (i.e. they are probably inactive).
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Figure 13. Per-slot reference frames learned without supervision on CLEVRTex. Left column: input image. Right column: reconstructed
image. Middle column: we show the (X, y) position, (sX, sy) scale and orientation of individual slots overlaid over a predicted soft
segmentation mask. Each pair of blue and orange arrows corresponds to one slot. The longer the arrows, the higher the scale of the slot is
We filter out slots that have a low predicted probability in the segmentation mask (i.e. they are probably inactive).
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Figure 14. Comparison between Slot Attention and Translation and Scale Invariant Slot Attention in image segmentation.
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Figure 15. Comparison between Slot Attention and Translation and Scale Invariant Slot Attention in image decoding.
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