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Abstract

Generalizable Neural Radiance Fields (GNeRF)
are one of the most promising real-world solu-
tions for novel view synthesis, thanks to their
cross-scene generalization capability and thus the
possibility of instant rendering on new scenes.
While adversarial robustness is essential for real-
world applications, little study has been devoted to
understanding its implication on GNeRF. We hy-
pothesize that because GNeRF is implemented by
conditioning on the source views from new scenes,
which are often acquired from the Internet or
third-party providers, there are potential new secu-
rity concerns regarding its real-world applications.
Meanwhile, existing understanding and solutions
for neural networks’ adversarial robustness may
not be applicable to GNeRF, due to its 3D nature
and uniquely diverse operations. To this end, we
present NeRFool, which to the best of our knowl-
edge is the first work that sets out to understand
the adversarial robustness of GNeRF. Specifically,
NeRFool unveils the vulnerability patterns and
important insights regarding GNeRF’s adversarial
robustness. Built upon the above insights gained
from NeRFool, we further develop NeRFool+,
which integrates two techniques capable of effec-
tively attacking GNeRF across a wide range of
target views, and provide guidelines for defending
against our proposed attacks. We believe that our
NeRFool/NeRFool+ lays the initial foundation
for future innovations in developing robust real-
world GNeRF solutions. Our codes are available
at: https://github.com/GATECH-EIC/NeRFool.
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1. Introduction
Novel view synthesis (NVS), which aims to generate photo-
realistic novel views of a scene given only a set of sparsely
sampled views, has become an essential functionality in
real-world 3D vision applications. Among various NVS
techniques, neural radiance fields (NeRF) (Mildenhall et al.,
2021) have recently gained substantial attention thanks to
their record-breaking rendering quality, igniting a tremen-
dous demand for NeRF-based NVS solutions. As many
real-world NVS applications require instant and real-time
rendering on new scenes, generalizable NeRF (GNeRF)
variants (Yu et al., 2021b; Wang et al., 2021; Chen et al.,
2021; Liu et al., 2022) have emerged as the most appealing
real-world NeRF solutions. In particular, GNeRF condi-
tions NeRF on the source views from a new target scene to
achieve cross-scene generalization and enable new scene
reconstruction via only a single forward pass execution.

Despite GNeRF’s big promise towards real-world NVS so-
lutions, it is currently unclear whether it can fulfill the es-
sential robustness requirements. In fact, we hypothesize
that GNeRF’s introduced conditionality on source views
can cause new security concerns. This is because the source
views that describe a new scene, e.g., a tourist attraction,
are often acquired from the Internet/third-party providers,
leaving opportunities for adversaries to take advantage in
terms of malicious attacks. For example, adversarial per-
turbations (Goodfellow et al., 2014; Madry et al., 2017)
can be injected into source views by adversaries to severely
degrade the reconstruction accuracy of GNeRF. With the in-
creasing deployment of NeRF-powered security-critical ap-
plications, such as robot navigation systems (Adamkiewicz
et al., 2022; Maggio et al., 2022; Moreau et al., 2022) and
autonomous driving systems (Kundu et al., 2022; Fu et al.,
2022; Siddiqui et al., 2023), it is imperative to understand
the adversarial robustness of GNeRF for the unleashing of
its cross-scene generalization capability toward real-world
NeRF-based NVS solutions.

To address the imperative need above, one may naturally
consider borrowing the existing insights about the adversar-
ial robustness of deep neural networks (DNNs). However,
those insights may not be applicable to NeRF due to its
unique properties and processing pipeline. First, unlike 2D
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tasks, the 3D nature of NVS tasks requires NeRF to recon-
struct the target 3D scenes across different views. As such,
it is not straightforward how to ensure that perturbing 2D
source views of a scene can effectively pollute the entire 3D
scene. Second, NeRF features a volume rendering process,
in which pixels are rendered via alpha compositing (Milden-
hall et al., 2021) from estimated density and color, and
thus involves more diverse operations than DNNs. Hence,
it is unclear which component (e.g., the density/color or
both) of NeRF is more vulnerable (or needs stronger pro-
tection). Third, the ray marching process of GNeRF relies
on the geometric relationship among different views, and
thus perturbations optimized for destructing one view may
be effective for destructing another view. This poses new
risks of adversarial perturbations targeting GNeRF which
could be transferable across a wide range of views.

To this end, this work sets out to (1) raise the community’s
awareness regarding the potential security concerns of GN-
eRF due to adversarial perturbations and (2) enhance our
understanding of GNeRF’s vulnerability patterns. We sum-
marize our contributions as follows:

• We present both NeRFool and NeRFool+, which to the
best of our knowledge are the first works that uncover
and study the vulnerability of GNeRF against adversar-
ial perturbations. As such, NeRFFool/NeRFool+ open
up a new perspective in NeRF literature and can shed
light on future innovations toward robust real-world
GNeRF-based NVS solutions.

• In NeRFool, we study the vulnerability patterns of
various GNeRF variants through systematic analysis
and experiments, and discover that, interestingly, (1)
increased conditionality on source views can cause
a higher vulnerability of GNeRF and (2) adversarial
perturbations on density have a significantly stronger
“ruining” ability than that on color when attacking GN-
eRF, especially on scenes with complex geometry.

• Built upon the above insights gained from NeRFool,
we further develop NeRFool+, which integrates two
optimization techniques, novel target view sampling
and geometric error maximization, that can effectively
attack GNeRF across a wide range of target views.

• We further embark on an intriguing exploration to de-
fend against our NeRFool attacks and discover the be-
nign impact of adversarial perturbations on GNeRF’s
reconstruction accuracy, deepening the understanding
regarding GNeRF’s robustness.

2. Related Works
View synthesis and NeRF. View synthesis renders photo-
realistic images from novel views of a scene based on a

set of sparsely sampled views (Hedman et al., 2018; Thies
et al., 2019; Lombardi et al., 2019; Mildenhall et al., 2021).
Among existing techniques, NeRF (Mildenhall et al., 2021),
which implicitly represents a scene as a continuous 5D radi-
ance field parameterized by a multilayer perceptron (MLP),
has gained increasing popularity. Follow-up works (1) im-
prove NeRF’s rendering quality under extremely sparse
views (Xu et al., 2022a; Niemeyer et al., 2022), (2) ac-
celerate NeRF via reducing the complexity of MLP (Lindell
et al., 2021; Rebain et al., 2021) or exploring the free space
via 3D occupancy grids (Yu et al., 2021a; Garbin et al.,
2021), and (3) extend NeRF to other tasks, e.g., generative
modeling (Chan et al., 2021; Schwarz et al., 2020), dynamic
scenes (Li et al., 2021; Ost et al., 2021), or lighting/reflection
modeling (Srinivasan et al., 2021; Verbin et al., 2022).

Generalizable NeRFs. To avoid tedious per-scene opti-
mization and endow NeRF with cross-scene generalization
capability, generalizable NeRFs (Yu et al., 2021b; Wang
et al., 2021) have been developed to reconstruct the radiance
field of a new scene via merely a one-shot forward pass.
Specifically, recent GNeRF techniques (Yu et al., 2021b;
Wang et al., 2021; Reizenstein et al., 2021; Wang et al.,
2022b; Chen et al., 2021; Xu et al., 2022b; Liu et al., 2022)
are implemented by conditioning vanilla NeRF techniques
on a set of source views from the new scene via taking the
extracted scene features from the source views as inputs.
Despite their promise, GNeRF’s pipeline, i.e., conditioning
NeRF on source views, leaves opportunities for adversaries
to take advantage in terms of malicious attacks. For exam-
ple, adversaries can attack GNeRF by injecting adversarial
perturbations onto the aforementioned source views. Hence,
it is crucial to understand GNeRF’s adversarial robustness
for ensuring their real-world deployment, which has yet to
be explored by the literature.
Adversarial attack and defense. DNNs are well-
recognized to be adversarially vulnerable (Goodfellow et al.,
2014). Various attacks (Madry et al., 2017; Carlini & Wag-
ner, 2017; Andriushchenko et al., 2020) are proposed to
aggressively degrade the achievable accuracy of DNNs
for different tasks (Arnab et al., 2018; Carlini & Wagner,
2018; Zhang et al., 2020). In parallel, a variety of defense
schemes (Guo et al., 2017; Feinman et al., 2017; Madry
et al., 2017; Shafahi et al., 2019; Wong et al., 2019) is
developed to enhance DNNs’ adversarial robustness. The
readers are referred to (Akhtar & Mian, 2018; Chakraborty
et al., 2018) for more attack and defense methods. Nev-
ertheless, to the best of our knowledge, no existing work
has been dedicated to studying NeRF’s adversarial ro-
bustness. Instead, recent works have attempted to combine
adversarial optimization with NeRF for various purposes.
For example, (Chen et al., 2022) improves NeRF’s accu-
racy using augmented data obtained from perturbing the
input coordinates or intermediate features, (Niemeyer &
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Geiger, 2021; Wang et al., 2022a) incorporate adversarial
objectives to enhance the reconstruction quality, and (Dong
et al., 2022) identifies adversarial viewpoints from which
the rendered images can fool downstream image classifiers,
instead of aiming to degrade NeRF’s own accuracy. One
concurrent work (Wang et al., 2023) provides an investiga-
tion of NeRF’s robustness to common image corruptions
but adversarial perturbations are not considered. With the
growing demand for real-world NeRF-based NVS solutions,
it is imperative to understand NeRF’s adversarial robustness.

3. Preliminaries of NeRF and GNeRF
NeRF’s rendering pipeline. In NeRF, each 2D pixel on
the image plane corresponds to a camera ray r(t) = o+ td
emitted from the camera center o ∈ R3, with d ∈ R3

denoting the ray direction and t denoting the ray depth. To
render a pixel, a NeRF function f samples points along the
corresponding ray and then acquires the color c and density
σ of each point, i.e., (σ, c) = f(r(t),d). Next, the 2D
pixel Ĉ(r) can be derived via an integral over the colors of
the above-sampled points:

Ĉ(r, f) =

∫ tf

tn

T (t)σ(r(t))c(r(t),d) dt (1)

where tn and tf are the predefined near and far bounds,

respectively, and T (t) = exp
(
−
∫ t

tn
σ(r(s)) ds

)
denotes

the accumulated transmittance along the ray from tn to t. In
practice, the integral in Eq. (1) is often approximated with
numerical quadrature (Mildenhall et al., 2021). Finally, an
MSE loss is applied between the rendered pixels Ĉ(r, f)
and the ground truth pixels C(r) to train NeRF f :

Lrgb(R, f) =
∑
r∈R

∥∥∥Ĉ(r, f)−C(r)
∥∥∥2
2

(2)

where R is the set of sampled camera rays.

GNeRF’s pipeline. On top of vanilla NeRF’s pipeline
above, GNeRF conditions its function f on the source views
as priors of the target new scenes to enable cross-scene
generalization. For example, (Wang et al., 2021; Yu et al.,
2021b; Wang et al., 2022b; Liu et al., 2022; Chen et al.,
2021) adopt a CNN encoder E: R3 → R3 to extract features
{E(Ii)} from the source views {Ii}. Then, each sampled
point x on ray r(t) is projected to the image plane of each
source view through a transformation πi : R3 → R2 to
acquire the corresponding scene feature E(Ii)[πi(x)]. Fi-
nally, the acquired features e = {E(Ii)[πi(x)]} serve as
extra inputs of vanilla NeRF to derive the density and color
(σ, c) = f(x,d, e). Different GNeRF variants differ in the
ways of constructing the above scene features while follow-
ing both the volume rendering and the objective in Eq. (1)
and Eq. (2), respectively. As introduced in Sec. 4 and Sec. 5,

Figure 1. An overview of our NeRFool framework.

our NeRFool adversarially perturbs the source views {Ii},
thereby inducing adversarial features in e.

4. NeRFool: Uncover GNeRF’s Vulnerability
In this section, we present NeRFool, which studies the im-
portant properties of GNeRF’s vulnerability via our pro-
posed view-specific attack scheme, in which the adversarial
perturbations are optimized to fool one specific target view.
The insights drawn from NeRFool further inspire our devel-
opment of NeRFool+ introduced in Sec. 5.

4.1. A View-Specific Method for Attacking GNeRF

Formulation. As visualized in Fig. 1, we inject adversarial
perturbations ∆ = {δi} into the source view images {Ii}
correspondingly to degrade the reconstruction accuracy of
a GNeRF model on one specific target view with a camera
pose Ptar = [Rtar | Ttar] ∈ R3×4, where Rtar ∈ R3×3

and Ttar ∈ R3 are the rotation and translation with respect
to the world coordinate. To optimize ∆, the goal is to
maximize the reconstruction error under a norm constraint
∥δi∥∞ ≤ ϵ, with ϵ being sufficiently small to ensure the
perturbation’s imperceptibility to human eyes. Specifically,
the objective can be formulated as:

max
∀δi∈∆: ∥δi∥∞≤ϵ

L̃rgb(Rtar, f,∆) (3)

where Rtar is the set of rays sampled from the target view
Ptar. Although Lrgb in Eq. (2) can provide effective super-
vision for optimizing ∆, the ground truth C(r) for calcu-
lating Lrgb may not be available for all target views. Fortu-
nately, we find that the corresponding pseudo ground truth
can be obtained in GNeRF by reconstructing the specified
target view based on the clean source views. Accordingly,
we can modify Lrgb to L̃rgb as our objective function, as
formulated below:

L̃rgb(R, f,∆) =
∑
r∈R

∥∥Ĉ(r, fadv
∆ )− Ĉ(r, f clean)

∥∥2
2 (4)

where fadv
∆ = f(x,d, e∆) and f clean = f(x,d, e) in

which e∆ = {E(Ii + δi)[πi(x)]}. To solve Eq. (4), we
iteratively update δi with gradient ascent using an Adam
optimizer, where the t-th iterative step can be formulated as:
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Figure 2. Visualize the ground-truth RGB images, adversarially perturbed source views with imperceptible perturbations which are used
to attack IBRNet, and the resulting rendered RGB images/depths on three scenes from three datasets.

δ
(t+1)
i = clip(δ

(t)
i + η ·Adam(∇

δ
(t)
i
L̃rgb),−ϵ, ϵ) (5)

where η is the learning rate and clip(·,−ϵ, ϵ) denotes a
clipping operation to constrain the norm of δi.

Evaluation setting. GNeRF variants: We consider three
state-of-the-art (SOTA) GNeRF methods: IBRNet (Wang
et al., 2021), MVSNeRF (Chen et al., 2021), and
GNT (Wang et al., 2022b), where we adopt their official
implementation and load their pretrained models for evalua-
tion. Datasets: We follow the train/test dataset splits adopted
by these three GNeRF variants and use both synthetic ob-
jects and real scenes from three datasets: three Lambertian
objects from DeepVoxels (Sitzmann et al., 2019), eight Real-
istic Synthetic objects from NeRF (Mildenhall et al., 2020),
and eight complex real-world forward-facing scenes from
LLFF (Mildenhall et al., 2019). Regarding the source view
selection, we follow each GNeRF variant’s default scheme,
e.g., select the nearby N views around the target view for
IBRNet/GNT. NeRFool setup: The learning rate η in Eq. (5)
is set to 1e-3 and δi is initialized with a uniform distribution
U(−ϵ, ϵ) and then optimized for 500 iterations.

4.2. Is GNeRF Robust to Adversarial Perturbations?

Attack the most representative GNeRF. We first apply
the above view-specific attach method to IBRNet (Wang
et al., 2021), which serves as a cornerstone for other GNeRF
variants, with varied numbers of source views and pertur-
bation strength ϵ. The corresponding quantitative results
and qualitative visualization are shown in Tab. 1 and Fig. 2,
respectively. We can see that (1) our proposed view-specific
attack method can considerably degrade the reconstruction
accuracy, e.g., a 10.43/11.74 PSNR reduction on average
with ϵ =8/16, respectively, on LLFF; (2) Imperceptible per-

turbations, which look like random noise caused by camera
shake, in the source views can cause serious unrealistic ar-
tifacts in the rendered outputs and thus severally degrade
users’ visual experience; and (3) increasing the number of
source views can result in larger PSNR degradation, e.g.,
a 0.44 larger PSNR reduction when conditioning on ten
source views than that of four source views. This indicates
that although increased conditionality favors better clean
reconstruction accuracy measured on clean source views, it
can incur more severe security concerns due to the corre-
sponding higher flexibility (i.e., more pixels) for injecting
perturbations. Therefore, in the following experiments, we
adopt four source views and ϵ = 8 if not specifically stated.

Attack other GNeRF variants. We further apply NeR-
Fool’s attack method to MVSNeRF (Chen et al., 2021) and
GNT (Wang et al., 2022b) on the LLFF dataset and report
the average metrics across all test scenes. As shown in
Tab. 2, we can see that (1) Our NeRFool attack can consis-
tently degrade the reconstruction accuracy across all GNeRF
variants and datasets, e.g., a 8.33/11.17 PSNR reduction for
MVSNeRF/GNT, respectively, when ϵ=16; (2) GNT can
improve the adversarial robustness over IBRNet with re-
duced PNSR degradation, maybe because of the former’s
newly introduced transformer modules, which increase the
non-linearity of the overall GNeRF pipeline; (3) MVSNeRF
wins the highest level of robustness among the three GNeRF
variants thanks to its accurate geometry estimation (Chen
et al., 2021), which is of great significance for GNeRF’s
robustness as analyzed in Sec. 4.3.

Key insight. Although GNeRF involves more diverse op-
erations than DNNs, adversarially perturbing its 2D source
views can still considerably destruct its reconstructed 3D
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Table 1. The achieved rendering quality of IBRNet, which is attacked by NeRFool under different numbers of source views and perturbation
strength ϵ, on three datasets. The reported results are averaged across all scenes in each dataset. “Clean” denotes no attack is performed.

Attack
Method

No. Source
Views ϵ

LLFF NeRF Synthetic DeepVoxels

PSNR ↑ SSIM ↑ LPIPS ↓ PSNR ↑ SSIM ↑ LPIPS ↓ PSNR ↑ SSIM ↑ LPIPS ↓

Clean 4 - 23.73 0.77 0.24 28.78 0.96 0.06 32.90 0.98 0.03
NeRFool 4 8 13.30 0.53 0.45 12.57 0.82 0.24 12.91 0.76 0.24
NeRFool 4 16 11.99 0.45 0.51 10.71 0.75 0.31 11.85 0.71 0.29
NeRFool 4 32 11.51 0.41 0.54 9.42 0.70 0.36 11.64 0.71 0.30

Clean 6 - 24.52 0.80 0.22 29.18 0.96 0.05 34.08 0.98 0.02
NeRFool 6 8 13.00 0.57 0.42 14.58 0.86 0.21 13.49 0.81 0.21

Clean 10 - 25.13 0.82 0.21 30.00 0.96 0.05 34.57 0.99 0.02
NeRFool 10 8 12.86 0.60 0.39 10.56 0.79 0.26 11.63 0.77 0.27

Table 2. Apply NeRFool on top of other SOTA GNeRF designs.

GNeRF Attack
Method ϵ

LLFF (Avg.)
PSNR ↑ SSIM ↑ LPIPS ↓

MVS
-NeRF

Clean - 23.24 0.78 0.20
NeRFool 8 16.57 0.36 0.57
NeRFool 16 14.91 0.22 0.65

GNT
Clean - 23.66 0.80 0.16

NeRFool 8 14.28 0.50 0.36
NeRFool 16 12.49 0.38 0.44

scene rendered from specific views. Furthermore, while in-
creased conditionality on source views in GNeRF can boost
its cross-scene generalization capability, it comes at the cost
of higher security concerns.

4.3. What to Perturb: Density, Color, or Both?

Considering that NeRF’s rendered pixels are alpha-
composited from both estimated density and color, one nat-
ural question regarding GNeRF’s vulnerability is “which
component is easier to be perturbed by adversarial pertur-
bations, density, color, or both”? We aim to answer this
question with the following experiments and discussions.

Setup. We conduct an ablation study on top of IBR-
Net (Wang et al., 2021) and MVSNeRF (Chen et al., 2021),
in which we perform the alpha-composition via (a) clean
densities σclean plus perturbed colors cadv, and (b) per-
turbed densities σadv plus clean colors cclean. To imple-
ment this setting, we first acquire (σclean, cclean) on top
of clean source views and (σadv, cadv) on top of perturbed
source views, and next conduct volume rendering using (a)
(σclean, cadv) and (b) (σadv, cclean), respectively, based on
Eq. (1). We summarize the achieved PSNR in Tab. 3 and
visualize both the rendered RGB images and the estimated
depth, the latter of which is derived by replacing c(t) in
Eq. (1) with the ray depth t, in Fig. 3 and Fig. 4.

Observation. As shown in Tab. 3, we can observe that (1)
using (σadv, cclean) can already considerably degrade the
rendering quality, resulting in a comparable PSNR degra-
dation as compared to perturbing both the densities and

Clean Color + Adv DensityAdv Color + Clean Density

Figure 3. Visualize the attack effectiveness of NeRFool on IBRNet
on top of LLFF achieved by perturbing either color or density.

Adv Density + Clean Color Adv Color + Clean Density
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Figure 4. Attack MVSNeRF by perturbing either color or density
on two scenes with complex/simple geometry, respectively.

colors. As further verified in Fig. 3, using (σadv, cclean) on
top of IBRNet can considerably destruct both the rendered
RGB images and depth, where the regions with unrealistic
depth estimation cause more severe artifacts in the corre-
sponding RGB images; (2) (σclean, cadv) shows poor attack
effectiveness on IBRNet, causing very limited PSNR degra-
dation; (3) (σadv, cclean) can achieve a 0.62 larger PSNR
reduction on average over (σclean, cadv) on MVSNeRF and
their rankings of attack effectiveness vary across scenes.
In particular, as shown in Fig. 4, (σadv, cclean) can result
in larger PSNR degradation on scenes with more complex
geometry (e.g., the indoor scene “room” in LLFF), where
the depth of different objects in a scene varies significantly
and thus correctly rendering the RGB images relies more
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Table 3. Apply NeRFool on top of IBRNet and MVSNeRF on LLFF via perturbing the color, density, or both. ✓marks the perturbed item.

Method Color Density Achieved PSNR ↑
Clean Adv. Clean Adv. fern flowers fortress horns leaves orchids room trex

IBRNet

✓ ✓ 22.22 25.93 28.42 24.39 18.93 18.35 28.68 22.91

✓ ✓ 15.77 18.10 16.02 15.07 15.54 12.72 17.56 14.19

✓ ✓ 21.77 23.12 27.99 23.15 23.15 16.96 26.74 22.13

✓ ✓ 14.02 15.10 13.46 12.41 14.57 11.54 12.96 12.31

MVSNeRF

✓ ✓ 22.10 25.52 28.21 23.87 18.12 17.92 28.13 22.03

✓ ✓ 17.87 20.93 17.22 17.48 14.36 15.73 15.85 16.21

✓ ✓ 17.75 20.14 15.44 18.51 14.45 15.57 19.75 18.36

✓ ✓ 17.13 19.63 15.95 17.04 13.96 15.31 17.65 15.96

on accurate geometry estimation. Instead, on scenes with
relatively simpler geometry (e.g., the “fortress” composed
of a table and an object in LLFF), perturbing colors can win
better attack effectiveness; (4) perturbing both densities and
colors can lead to larger PSNR degradation as compared to
only perturbing one factor in 14 out of 16 cases.

Key insight. This set of experiments indicates that (1) adver-
sarial perturbations tend to be more effective in perturbing
the density than perturbing the color, especially for scenes
with complex geometries, which we conjecture is because
the induced wrong geometry estimation of the former can
more severely degrade the reconstructed images. This in-
sight could inspire novel attacks (e.g., our NeRFool+ in
Sec. 5) and defense methods dedicated to GNeRF; (2) we
conjecture that the stronger robustness of IBRNet against
perturbed colors over MVSNeRF may originate from a more
robust color prediction scheme. In particular, to derive the
color of a sampled point, instead of directly regressing the
RGB value as in MVSNeRF (Chen et al., 2021), IBRNet
projects it to all source views and predicts the weights for
blending the RGB values of its projection points on differ-
ent source views (Wang et al., 2021), which could result
in marginal color perturbations when the projection points
share similar RGB values. This insight could shed light on
the design of more robust GNeRF pipelines.

Table 4. Apply NeRFool on IBRNet w/ and w/o per-scene finetun-
ing. The achieved PSNR on each scene is reported.

Scenes fern flower fortress horns

w/o ft. clean 22.22 25.93 28.42 24.39
adv. 14.02 15.10 13.46 12.41

w/ ft. clean 24.10 27.13 30.64 27.83
adv. 13.93 12.29 12.71 11.78

4.4. How Per-Scene Finetuning Impacts the Robustness?

While per-scene finetuning can be adopted on top of GN-
eRF to enhance the reconstruction accuracy (Wang et al.,

Table 5. Benchmark view-specific attacks and transferred attacks.

GNeRF Attack
Mode

LLFF (Avg.)
PSNR ↑ SSIM ↑ LPIPS ↓

IBRNet
Clean 23.73 0.77 0.24

Transfer 23.36 0.76 0.27
View-specific 13.30 0.53 0.45

GNT
Clean 23.66 0.16 0.80

Transfer 21.92 0.73 0.20
View-specific 14.28 0.36 0.50

2021; Chen et al., 2021; Xu et al., 2022b; Liu et al., 2022),
its implication on GNeRF’s adversarial robustness is un-
known. Here we study the robustness of finetuned GNeRF
on different scenes using IBRNet (Wang et al., 2022b).

Observation. Tab. 4 shows that while finetuning can boost
the clean reconstruction accuracy, the accuracy degradation
caused by adversarial perturbations becomes worse.

Key insight. We conjecture this is because the resulting
density and color from per-scene finetuned GNeRF are more
overfitted to each scene, which could harm the model ro-
bustness according to the previous robustness insights for
DNNs (Rice et al., 2020). This finding calls for robust per-
scene finetuning schemes dedicated to GNeRF to reduce
overfitting and maximize robustness.

4.5. Are the Perturbations Transferable across Views?

In real-world settings, it is more practical and highly desir-
able to reuse the same adversarial perturbations to fool a
wide range of target views, under which only the perturbed
source views need to be provided to users for conducting ef-
fective attacks. To achieve this, it requires that the generated
adversarial perturbations can transfer (i.e., remain effective)
across target views, motivating the following study.

Setup. We optimize ∆ in Eq. (3) based on a sampled target
view centering around each test scene and then reuse it to
fool other target views on top of IBRNet.
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Figure 5. Visualize the attack effectiveness of NeRFool+ on IBRNet/GNT on the scenes from LLFF under different perturbation strengths.

Observation. Tab. 5 shows that under a transferring setting,
the achieved PSNR degradation is considerably lower than
that achieved by the above view-specific attack.

Key insight. This indicates that ∆ optimized for one spe-
cific view can be hardly transferred across different views.
We understand that this is because camera rays emitted from
one target view can only cover a limited set of 3D points in
a scene and thus it is difficult for ∆ optimized for these 3D
points to fool other 3D points along the rays emitted from
other views with different camera poses.

5. NeRFool+: Towards Universal Adversarial
Perturbations Across Different Views

As analyzed in Sec. 4.5, generating universal adversarial
perturbations that are transferable across different target
views can better uncover GNeRF’s vulnerability under a
more practical setting and enhance our understanding of
their deployability in real-world applications. To achieve
this, we propose NeRFool+ which integrates two across-
view attack techniques dedicated to GNeRF.

5.1. Overview

Inspirations from the above exploration. Our
NeRFool+’s attack techniques are inspired by the following
two insights: (1) to enhance the transferability of ∆, more
3D points on the rays of different views for the target 3D

scene, are needed to be sampled, according to the analysis in
Sec. 4.5; and (2) considering that adversarial perturbations
are more effective in perturbing the density/geometry based
on our findings in Sec. 4.3, leveraging estimated geometry
as extra supervision could enhance the optimization on ∆.

Two optimization techniques. Leveraging the aforemen-
tioned insights, our NeRFool+ integrates two optimization
techniques correspondingly: (1) to cover more rays and
sample more 3D points in a scene, we sample unseen novel
target views via spherical linear interpolation among known
camera poses to augment the training sets; (2) to better ruin
the geometry prediction, we maximize the depth estima-
tion error as extra supervision when optimizing ∆. The
technical details are elaborated below.

5.2. Novel Target View Sampling

Sampling strategy. One intuitive sampling strategy is to
randomly sample along the upper hemisphere of the target
scene. However, this may not be applicable to new scenes
where a sampling boundary is hard to define. To develop a
sampling strategy generally applicable to new scenes with
arbitrary view distributions, we instead randomly interpolate
the known camera poses of the source views (and training
views if available in the dataset) to create novel views dur-
ing each training iteration. One advantage is that such a
sampling scheme can implicitly define a meaningful range
of possible camera poses.
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w/o Depth Error Maximization w/ Depth Error Maximization w/o Depth Error Maximization w/ Depth Error Maximization 

PSNR=18.06 PSNR=16.14 PSNR=23.18 PSNR=21.23

Figure 6. Apply NeRFool+ on LLFF w/ and w/o Ldepth.

Interpolation strategy. In NeRFool+, given two randomly
selected known camera poses P1 = [R1 | T1] and P2 =
[R2 | T2], we interpolate both their rotation matrices and
translation vectors to acquire new ones Pnew = [Rnew |
Tnew]. In particular, a linear interpolation is performed for
the translation vectors: Tnew = αT1 + (1− α)T2, where
α ∼ U(0, 1). For ensuring meaningful Rnew on a unit-
radius great circle, we adopt spherical linear interpolation
(Slerp) (Shoemake, 1985): Rnew = Slerp(R1,R2;α), fol-
lowing the formulation in (Shoemake, 1985). The pseudo-
RGB ground truth is then reconstructed for Pnew as in
Sec. 4.1 to optimize ∆.

5.3. Geometric Error Maximization

To better ruin the geometry prediction via extra supervision,
we maximize the depth estimation error under the guidance
of a pretrained depth estimation model FD, following (Xu
et al., 2022a), which is used to provide geometry priors.
In particular, we apply FD on the reconstructed pseudo-
RGB ground truth to generate the depth map as supervision
signals, where the objective can be formulated as:

Ldepth =
∑
r∈R

∥∥∥D̂(r, fadv
∆ )− FD(Ĉ(r, f clean))

∥∥∥2
2

(6)

where D̂(r, f) =
∫ tf
tn

T (t)σ(r(t))tdt and R are sampled
from interpolated Pnew during each iteration.

5.4. Evaluating NeRFool+

Setup. We adopt the same evaluation as in Sec. 4.1, ex-
cept that we adopt the same set of source views, which are
randomly sampled from nearby views of the target forward-
facing scene and then fixed for all runs, for all target view
directions. We reuse the pretrained depth estimation model
FD in (Xu et al., 2022a). We adopt four source views and
ϵ = 8 by default if not specifically stated.

Observation and analysis. As shown in Tab. 6 and Fig. 5,
we can observe that (1) our NeRFool+ can consistently in-
troduce severe artifacts in the reconstructed target views
across different GNeRF variants, and considerably degrade
the reconstruction PSNR, e.g., an up-to 17.26 lower PSNR
on GNT under ϵ=16, as compared to the clean results; (2)
our NeRFool+ can induce significantly larger PSNR degra-

Table 6. The achieved attack effectiveness of NeRFool+ on three
GNeRF designs on the scenes from LLFF under different perturba-
tion strengths ϵ. The PSNR on each scene is reported.

GNeRF ϵ fern flower fortress horns leaves orchids room trex

IBRNet
0 22.22 25.93 28.42 24.39 18.93 18.35 28.68 22.91
8 17.13 14.73 12.04 12.70 13.05 12.48 13.60 13.79
16 15.97 13.69 11.45 12.04 12.29 11.51 12.77 13.23

GNT
0 22.58 24.93 29.08 25.02 18.8 17.69 28.20 22.96
8 17.45 15.20 12.81 13.50 13.06 13.10 14.86 13.78
16 13.38 11.48 11.82 11.91 10.32 11.62 11.96 12.94

MVSNeRF
0 22.10 25.52 28.21 23.87 18.12 17.92 28.13 22.03
8 16.18 19.84 12.26 17.17 13.51 15.58 17.78 16.52
16 15.15 17.19 12.05 14.23 12.84 14.60 15.99 13.60

Table 7. Visualize the achieved PSNR of GNT (Wang et al., 2022b)
under different pretraining and test scheme combinations. “Pre.”
denotes the pertaining scheme.

Pre. Test fern flower fortress horns

clean clean 22.58 24.93 29.08 25.02
clean adv. 15.31 15.90 14.62 14.62

adv. clean 22.18 22.75 28.14 24.64
adv. adv. 20.85 19.58 25.01 22.71

dation as compared to the transferred perturbations via NeR-
Fool in Tab. 5, indicating the effectiveness of NeRFool+ in
enhancing the attack transferability across target views.

The role of Ldepth. We conduct an ablation study for
NeRFool+ w/ and w/o enabling Ldepth. As shown in Fig. 6,
we find that (1) for both NeRFool+ w/ and w/o Ldepth, the
target views farther from the scene, i.e., on the sampling
boundary, are harder to be destructed, since 3D points along
their emitted rays are less likely to be sampled as com-
pared to those from the center views; and (2) NeRFool+ w/
Ldepth can cause larger artifacts, e.g., a 1.92 larger PSNR
degradation on fern over NeRFool+ w/o Ldepth, on the
aforementioned target views farther from the scene thanks
to the supervision from scene geometry priors.

6. Defend against NeRFool: Adversarial
GNeRF Training

Based on the delivered insights from Sec. 4 and Sec. 5, we
further perform an intriguing investigation on defending
against our NeRFool attack as another crucial piece for
understanding GNeRF’s robustness.

6.1. Adversarial GNeRF Training: Formulation

We robustify GNeRF via integrating adversarial train-
ing (Goodfellow et al., 2014; Shafahi et al., 2019; Wong
et al., 2019; Madry et al., 2017), which augments the train-
ing scenes with adversarially perturbed source views based
on the following formulation:

min
θ

max
∀δi∈∆: ∥δi∥∞≤ϵ

L̃rgb(Rtarget, fθ,∆) (7)
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Table 8. Visualize the achieved PSNR of IBRNet and GNT under different finetuning and test scheme combinations. “Ft.” denotes the
adopted finetuning scheme. The achieved highest robust/clean PSNR on each scene across all settings is highlighted.

Method Ft. Test Achieved PSNR ↑
Clean Adv. Clean Adv. fern flowers fortress horns leaves orchids room trex

IBRNet

✓ ✓ 24.10 27.13 30.64 27.83 21.12 20.32 31.45 25.77

✓ ✓ 13.93 12.29 12.71 11.78 13.25 10.35 12.87 13.26

✓ ✓ 23.78 27.11 30.01 27.37 20.97 20.16 31.13 25.33

✓ ✓ 23.57 26.91 29.29 26.95 20.78 19.91 30.67 25.06

GNT

✓ ✓ 24.09 29.97 33.24 26.82 23.49 20.13 33.56 27.53

✓ ✓ 14.51 13.91 13.31 11.66 10.84 11.98 12.56 10.41

✓ ✓ 24.93 30.84 33.67 27.36 24.01 20.61 32.73 27.82

✓ ✓ 24.19 27.91 32.94 26.97 23.41 19.97 32.59 27.46

where θ is the weight of GNeRF and the inner optimization
on δi ∈ ∆ is performed using PGD (Madry et al., 2017).
We apply adversarial training to either GNeRF’s pretraining
or finetuning stages and evaluate the achieved robustness
against NeRFool in the following sections.

6.2. Evaluation: Adversarial Pretraining

Setup. We apply the aforementioned adversarial training
to GNT’s pretraining stage (Wang et al., 2022b) using ϵ=8
and an iteration of 1 for updating δi. We then evaluate
the resulting models’ robustness against NeRFool with four
adversarially perturbed source views and ϵ = 8.

Observation and analysis. As shown in Tab. 7, we can
observe that (1) adversarial pretraining can effectively boost
the adversarial robustness against our NeRFool, e.g., a 10.39
higher PSNR on the scene fortress; (2) the boosted ro-
bustness comes at the cost of reduced clean PSNR, e.g., a
0.40∼2.18 PSNR reduction across all scenes, which aligns
with previous findings in the literature on adversarial ro-
bustness (Zhang et al., 2019). We also note that this set
of experiments represents a first-step exploration towards
adversarial GNeRF training. Promising future directions in-
clude the development of more advanced GNeRF pipelines
that can win both accuracy and robustness.

6.3. Evaluation: Adversarial Finetuning

Setup. We apply adversarial training to the finetuning stage
of pretrained IBRNet (Wang et al., 2021) and GNT (Wang
et al., 2022b) and evaluate the resulting models’ robustness
against our NeRFool using the same settings in Sec. 6.2.

Observation. As shown in Tab. 8, we can observe that (1)
adversarial finetuning can more effectively boost the ad-
versarial robustness as compared to adversarial pretraining
reported in Tab. 7, e.g., a 5.20 PSNR improvement averaged
over four scenes on top of GNT; (2) adversarial finetuning

can maintain a comparable clean PSNR on IBRNet and con-
sistently boost the clean PSNR on GNT across all scenes,
e.g., a 0.87 PSNR improvement on the scene flowers.

Key insight. This set of experiments indicates the benign
impact of adversarial perturbations beyond robustness. We
conjecture that this is because adversarial perturbations can
serve as data augmentation to reduce overfitting during fine-
tuning as observed in Sec. 4.4 and thus boost reconstruction
accuracy. This aligns with the observations in image classi-
fication tasks that properly induced adversarial robustness
could boost accuracy (Xie et al., 2020; Deng et al., 2021;
Salman et al., 2020). This finding highlights the potential
of applying verified training techniques from well-studied
image classification tasks to enhance GNeRF optimization.

7. Conclusion
GNeRF has gained increasing attention thanks to its po-
tential in enabling instant and real-time rendering of new
scenes, whereas its adversarial robustness has not yet been
studied and understood, which can limit its real-world de-
ployment. Our work is the first to uncover and study the
adversarial vulnerability of GNeRF. In particular, our pro-
posed NeRFool framework presents systematic analysis and
experiments of various GNeRF variants and discovers im-
portant insights regarding GNeRF’s adversarial robustness.
Furthermore, we develop NeRFool+ to effectively attack
GNeRF across a wide range of target views and provide rich
insights for defending against our developed attacks. Our
work has opened a new perspective in the literature of NeRF
and could shed light on more robust GNeRF pipelines to
empower their real-world deployment.
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