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#### Abstract

Transfer operators provide a rich framework for representing the dynamics of very general, nonlinear dynamical systems. When interacting with reproducing kernel Hilbert spaces (RKHS), descriptions of dynamics often incur prohibitive data storage requirements, motivating dataset sparsification as a precursory step to computation. Further, in practice, data is available in the form of trajectories, introducing correlation between samples. In this work, we present a method for sparse learning of transfer operators from $\beta$ mixing stochastic processes, in both discrete and continuous time, and provide sample complexity analysis extending existing theoretical guarantees for learning from non-sparse, i.i.d. data. In addressing continuous-time settings, we develop precise descriptions using covariance-type operators for the infinitesimal generator that aids in the sample complexity analysis. We empirically illustrate the efficacy of our sparse embedding approach through deterministic and stochastic nonlinear system examples.


## 1. Introduction

Transfer operators such as the Koopman and the PerronFrobenius (PF) operators are central to global analysis of complex dynamical systems across a variety of fields, including biology, engineering, finance, and physics. In contrast to direct finite-dimensional, nonlinear state-space descriptions, operator approaches offer infinite-dimensional, but linear system models. The spectra of such operators can be utilized to characterize basins of attraction, perform model

[^0]reduction, propagate uncertainties and analyze global stability of the dynamics among other application uses. Taking a biological context, for instance, protein folding conformations can be understood in terms of metastable sets, which in turn may be estimated using the eigenvalues and eigenfunctions of transfer operators describing underlying molecular dynamics (Klus et al. 2020a).

Practically speaking, approximations to transfer operators can be computed from data. Of the existing parametric methods available, extended dynamic mode decomposition (EDMD) (Williams et al. 2015), and its continuous-time analog Mauroy \& Goncalves (2019); Klus et al. (2020b); Nüske et al. (2023) are perhaps the most frequently used. Given the difficulty of selecting a proper set of basis functions in such techniques, non-parametric approximation methods employing operator embeddings within RKHS were proposed in (Williams et al., 2014) and (Klus et al. 2020a) for discrete and continuous time systems, respectively. While such methods typically enjoy sample complexity bounds independent of the underlying system state dimension, they suffer from other drawbacks. In particular, as kernel-based methods automatically produce a set of basis functions from data, the resulting system descriptions grow with input dataset size, making scalability a key hurdle to their usage (Lever et al., 2016).

Sparsification, the process of discarding selected input data found to be redundant in some sense, is a common approach to improving scalability of kernel methods (Engel et al., 2002; Wu et al., 2006; Richard et al., 2008; Koppel et al. 2017). In this paper, we study the sample complexity impacts of coherency-based (Richard et al., 2008) sparse learning on transfer operators interacting with RKHS. To the best of our knowledge, for discrete-time settings such as Markov chains, existing analyses in this vein have been limited to the following cases: (i) embeddings are estimated from sparsified i.i.d. input/output data (Hou et al., 2021), and thus are not applicable to the case where only a collection of trajectories is available (ii) the process is mixing but stationary (Mollenhauer et al. 2020, Kostic et al., 2022), and no sparsification is considered. Here, under the assumption that system dynamics can be described by a non-stationary, $\beta$-mixing process which converges to a unique stationary
distribution, we establish sample complexity bounds for transfer operator learning, given correlated, non-stationary, and sparsified data.

In many applications, it is desirable to study continuoustime system models. Operator theoretic analysis of such systems centers around the estimation of the infinitesimal generator of transfer operator families, parameterized in time. Prior work has connected such generators to RKHS, and offered effective estimation algorithms under minimal assumptions (Klus et al., 2020a, Rosenfeld et al., 2019). Still, key theoretical properties of embedded generators, including their domain and the continuity of their associated operator families have yet not been rigorously established, a gap that this work bridges. Further, embedding generators within an RKHS requires that partial derivatives of RKHS elements can be represented within the same RKHS, a result that heretofore has only been established in cases where the underlying state space is compact (Zhou, 2008). As we target SDE-driven dynamics where the system domain is not compact, we develop an alternative sufficient condition for closedness under partial differentiation based upon boundedness and decay of the partial derivatives of the kernel.

The representation we develop for embedded generators in terms of covariance-type operators allows for application of our discrete-time sample complexity analysis methodology to continuous-time settings. We prove sample complexity bounds for learning embeddings of generators corresponding to non-stationary, $\beta$-mixing processes.
Our key contributions are as follows: (a) We provide sample complexity bounds for learning transfer operators from sparsified data produced by non-stationary $\beta$-mixing processes. (b) We define generators of such operator families for continuous-time systems, and characterize their domains among other properties. For this purpose, we study partial derivatives of functions in RKHS over non-compact spaces. (c) We characterize these generators in terms of covariancetype operators and provide sample complexity guarantees for learning them in RKHS.
Section 2 serves as a prerequisite for learning dynamical systems using RKHS. For the discrete-time case, a sparse learning algorithm based on both i.i.d. samples and trajectories is proposed in Section 3 and 4 , followed by theoretical analysis. Sections 5 and 6 are devoted to defining and characterizing generators of transfer operator families in continuous-time settings. A data driven algorithm with sample complexity guarantees is presented in Section 7

## 2. RKHS and Conditional Mean Embedding

We begin by formally defining an RKHS. See Muandet et al. (2016) for an introduction. Let $\mathbb{X}$ be a subset of an

Euclidean space and $\kappa: \mathbb{X} \times \mathbb{X} \rightarrow \mathbb{R}$ be a continuous, symmetric, positive semi-definite kernel. Define $\mathcal{H}$ as the RKHS associated with the kernel $\kappa$ - the completion of the span of $\{\phi(x):=\kappa(x, \cdot): x \in \mathbb{X}\}$, equipped with the inner product $\langle\cdot, \cdot\rangle$, satisfying $\langle\phi(x), \phi(y)\rangle=\kappa(x, y)$. Here, $\phi$ is called the feature map for kernel $\kappa$. The inner product satisfies the reproducing property, given by $\langle\phi(x), f\rangle=$ $f(x)$ for all $x \in \mathbb{X}$ and $f \in \mathcal{H}$. The norm associated with $\mathcal{H}$ is defined as $\|f\|_{\mathcal{H}}=\sqrt{\langle f, f\rangle}$ for $f \in \mathcal{H}$. Consider a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ with Borel $\sigma$-algebra $\mathcal{F}$ and a probability measure $\mathbb{P}$. Let $X: \Omega \rightarrow \mathbb{X}$ be a random variable with distribution $\mathbb{P}_{X}$. The kernel mean embedding (KME) of $\mathbb{P}_{X}$ in $\mathcal{H}$ is the Bochner integral

$$
\begin{equation*}
\mu_{\mathbb{P}_{X}}:=\mathbb{E}_{X}[\kappa(X, \cdot)] \quad \text { for } X \sim \mathbb{P}_{X} \tag{1}
\end{equation*}
$$

Under measurability and boundedness assumptions on $\kappa$ (see Muandet et al. (2016, Lemma 3.1)), $\mu_{\mathbb{P}_{X}} \in \mathcal{H}$.
Suppose that $\mathbb{P}(X, Y)$ denotes a joint distribution over $\mathbb{X} \times$ $\mathbb{X}$, then $\mathbb{P}(X, Y)$ can be embedded in the tensor product space $\mathcal{H}_{\otimes}:=\mathcal{H} \otimes \mathcal{H}$, per Berlinet \& Thomas-Agnan (2011), as

$$
\begin{equation*}
C_{X Y}:=\mathbb{E}_{X Y}[\phi(X) \otimes \phi(Y)]=\mu_{\mathbb{P}_{X Y}} \tag{2}
\end{equation*}
$$

where $\mathcal{H}_{\otimes}$ is equipped with the kernel $\kappa_{\otimes}$, defined by

$$
\begin{equation*}
\kappa_{\otimes}\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right)=\kappa\left(x_{1}, x_{2}\right) \kappa\left(y_{1}, y_{2}\right) \tag{3}
\end{equation*}
$$

for $x_{1}, x_{2}, y_{1}, y_{2}$ in $\mathbb{X}$. Its joint feature map is $\varphi\left(x_{i}, y_{i}\right)=$ $\kappa\left(x_{i}, \cdot\right) \kappa\left(y_{i}, \cdot\right)$. Let $\operatorname{HS}(\mathcal{H})$ be the Hilbert space of HilbertSchmidt (HS) operators from $\mathcal{H}$ to $\mathcal{H}$, endowed with the norm $\|A\|_{\text {HS }}^{2}=\sum_{i \in \mathbb{N}}\left\|A e_{i}\right\|_{\mathcal{H}}^{2}$ for $A \in \operatorname{HS}(\mathcal{H})$, where $\left\{e_{i}\right\}_{i \in \mathbb{N}}$ is an orthonormal basis of $\mathcal{H}$. In (2), we identify $C_{X Y}$ as an element in the tensor product space. Since $\mathcal{H} \otimes \mathcal{H}$ is isometrically isomorphic to $\operatorname{HS}(\mathcal{H})$ Aubin, 2011), it can also be viewed as an HS operator $C_{X Y} \in \mathrm{HS}(\mathcal{H})$ that satisfies

$$
\begin{equation*}
\mathbb{E}_{X Y}[f(X) g(Y)]=\left\langle C_{X Y} g, f\right\rangle, \quad \forall f, g \in \mathcal{H} \tag{4}
\end{equation*}
$$

$C_{X Y}$ is called the (uncentered) cross-covariance operator. Also, define the (uncentered) covariance operator as

$$
\begin{equation*}
C_{X X}:=\mathbb{E}_{X}[\phi(X) \otimes \phi(X)] \tag{5}
\end{equation*}
$$

which can be viewed as the embedding of the marginal distribution $\mathbb{P}_{X}$ in $\mathcal{H}_{\otimes}$. Throughout this paper, we make the following standing assumption.
Assumption 1. The kernel $\kappa$ is continuous and bounded as $\sup _{x \in \mathbb{X}} \kappa(x, x) \leq B_{\kappa}<\infty$ for some $B_{\kappa} \in \mathbb{R}$.

According to Steinwart \& Christmann 2008, Chapter 4), the feature map $\phi$ and $\kappa: \mathbb{X} \times \mathbb{X} \rightarrow \mathbb{R}$ are measurable under Assumption 1

Let $\mathbb{P}_{Y \mid x}$ denote the conditional distribution of $Y$, given $X=x \in \mathbb{X}$. The $\mathcal{H}$-embedding of $\mathbb{P}_{Y \mid x}$ is

$$
\begin{equation*}
\mu_{\mathbb{P}_{Y \mid x}}:=\mathbb{E}_{Y \mid x}[\phi(Y) \mid X=x] \quad \forall x \in \mathbb{X} \tag{6}
\end{equation*}
$$

Per Song et al. (2009), the conditional mean embedding (CME) operator $\mathcal{U}_{Y \mid X}: \mathcal{H} \rightarrow \mathcal{H}$ is a linear operator that satisfies $\mu_{\mathbb{P}_{Y \mid x}}=\mathcal{U}_{Y \mid X} \phi(x)$. If $C_{X X}$ is injective and $\mathbb{E}_{Y \mid x}[f(Y) \mid X=x] \in \mathcal{H}$ for all $f \in \mathcal{H}$ and $x \in \mathbb{X}$, then $\mathcal{U}_{Y \mid X}=C_{Y X} C_{X X}^{\dagger}$. For technical reasons, we consider its regularized version,

$$
\begin{equation*}
\mathcal{U}_{\varepsilon}=C_{Y X}\left(C_{X X}+\varepsilon \mathrm{id}\right)^{-1} \tag{7}
\end{equation*}
$$

for $\varepsilon>0$, where id is the identity operator.

## 3. Transfer Operators via CME Operator

Let $\mathbb{T}$ be the set of nonnegative integers and $\left\{X_{t}\right\}_{t \in \mathbb{T}}$ be a $\mathbb{R}^{n}$-valued time-homogeneous Markov process defined on a filtered probability space $\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{T}}, \mathbb{P}\right)$, where $X_{t}$ is the $\mathcal{F}_{t}$-adapted state of the system at time $t$. Such a stochastic dynamical system can be described by the transition kernel density $p$ as $\mathbb{P}\left\{X_{t+1} \in \mathbb{A} \mid X_{t}=x\right\}=\int_{\mathbb{A}} p(y \mid x) \mathrm{d} y$ for measurable $\mathbb{A} \subseteq \mathbb{R}^{n}$. If $f$ is a probability density over $\mathbb{R}^{n}$, then the Perron-Frobenius (PF) operator $\mathcal{P}: L^{1}\left(\mathbb{R}^{n}\right) \rightarrow$ $L^{1}\left(\mathbb{R}^{n}\right)$ propagates $f \in L^{1}\left(\mathbb{R}^{n}\right)$ as

$$
\begin{equation*}
(\mathcal{P} f)(y)=\int p(y \mid x) f(x) \mathrm{d} x \tag{8}
\end{equation*}
$$

If $f$ is a scalar function of $\mathbb{R}^{n}$, then the Koopman operator $\mathcal{K}: L^{\infty}\left(\mathbb{R}^{n}\right) \rightarrow L^{\infty}\left(\mathbb{R}^{n}\right)$ acts on $f \in L^{\infty}\left(\mathbb{R}^{n}\right)$ as

$$
\begin{equation*}
(\mathcal{K} f)(x)=\int p(y \mid x) f(y) \mathrm{d} y \tag{9}
\end{equation*}
$$

These transfer operators are infinite-dimensional but linear. They are related to CME as follows. When interacting with RKHS, $\mathcal{P}$ propagates the embedded distribution of states through the system dynamics. Now, let $X^{+}$be the system state at the next time-step starting from $X$. We have that $\mathcal{U}_{X^{+} \mid X}: \mu_{\mathbb{P}_{X}} \mapsto \mu_{\mathbb{P}_{X+}}$ and it satisfies $\mu_{\mathbb{P}_{X+}}=$ $\mathcal{U}_{X+\mid X} \mu_{\mathbb{P}_{X}}$ per Song et al. (2009); Hou et al. (2021). Hence, we identify $\mathcal{P}$ as the CME operator $\mathcal{U}_{X+}{ }_{X X}=C_{X+}{ }_{X} C_{X X}^{\dagger}$ and its regularized variant as $\mathcal{P}_{\varepsilon}:=\mathcal{U}_{\varepsilon}$. Furthermore, the Koopman operator satisfies

$$
\begin{equation*}
\langle\mathcal{K} f, \phi(x)\rangle=\left\langle f, \mu_{X^{+} \mid X}\right\rangle=\left\langle f, \mathcal{U}_{X^{+} \mid X} \phi(x)\right\rangle \tag{10}
\end{equation*}
$$

for all $f \in \mathcal{H}$. Thus, $\mathcal{K}$ is the adjoint of $\mathcal{U}_{X+\mid X}=\mathcal{P}$, given by $\mathcal{K}:=C_{X X}^{\dagger} C_{X X^{+}}$. In this paper, we learn regularized variants of $\mathcal{P}$ and $\mathcal{K}$ from data. While we report sample complexity results for learning variants of $\mathcal{P}$, they also apply to the variants of $\mathcal{K}$.
Covariance operators in (7) can be estimated from data via sample average approximation given by (2). However, such
description grows with the size of the dataset as kernel functions centered around each data point are added to the empirical operator description; see Engel et al. (2002); Kivinen et al. (2004); Koppel et al. (2017) for discussions. This work extends the framework proposed in Hou et al. (2021) that reduces the dictionary $\mathcal{D}$ to $\mathcal{D}_{\gamma}$ using the notion of coherency from Richard et al. (2008)). For a given dataset $\mathcal{D}$ of $M$ points $\left(x_{1}, x_{1}^{+}\right), \ldots,\left(x_{M}, x_{M}^{+}\right)$, we construct $\mathcal{D}_{\gamma}$ by identifying a subset that satisfies

$$
\begin{equation*}
\left|\kappa\left(x_{i}^{\star}, x_{j}^{\star}\right)\right| \leq \sqrt{\gamma \kappa\left(x_{i}^{\star}, x_{i}^{\star}\right) \kappa\left(x_{j}^{\star}, x_{j}^{\star}\right)} \tag{11}
\end{equation*}
$$

for each $i, j$, where $\left(x_{i}^{\star}, x_{j}^{\star}\right)$ is either $\left(x_{i}, x_{j}\right)$ or $\left(x_{i}^{+}, x_{j}^{+}\right)$, and $\left(x_{i}, x_{i}^{+}\right),\left(x_{j}, x_{j}^{+}\right)$are in $\mathcal{D}_{\gamma}$. One can construct such a $\mathcal{D}_{\gamma}$ using the Gram matrix with all elements in $\mathcal{D}$; see (Hou et al. 2021) for details. Let $\mathcal{I}$ be the indices among $1, \ldots, M$ for which $\left(x_{i}, x_{i}^{+}\right)$are in $\mathcal{D}_{\gamma}$. Then, the sparse covariance operator estimates are

$$
\begin{equation*}
\widehat{C}_{X+X}=\sum_{i \in \mathcal{I}} \alpha_{i} \varphi\left(x_{i}^{+}, x_{i}\right), \widehat{C}_{X X}=\sum_{i \in \mathcal{I}} \beta_{i} \varphi\left(x_{i}, x_{i}\right) \tag{12}
\end{equation*}
$$

where $\alpha$ (and similarly, $\beta$ ) is defined via $\alpha=G^{-1} g$, and $G \in \mathbb{R}^{\left|\mathcal{D}_{\gamma}\right| \times\left|\mathcal{D}_{\gamma}\right|}, g \in \mathbb{R}^{\left|\mathcal{D}_{\gamma}\right|}$ are $G_{i, j}=$ $\kappa_{\otimes}\left(\left(x_{i}^{+}, x_{i}\right),\left(x_{j}^{+}, x_{j}\right)\right)$ and $g_{j}=\frac{1}{M} \sum_{r=1}^{M} G_{r, j}$ for each $i$ and $j$ in $\mathcal{I}$. The compressed covariance operators then become $\widehat{C}_{\star}, \star=\left\{X^{+} X, X X\right\}$. The sparse PF estimator is then defined as $\widehat{\mathcal{P}}_{\varepsilon}:=\widehat{C}_{X+X}\left(\widehat{C}_{X X}+\varepsilon \mathrm{id}\right)^{-1}$. The following result corrects a minor error in (Hou et al., 2021), and is proven in Appendix A. We use the notation $\|\cdot\|$ to denote operator norm, and define

$$
\Xi(\nu):=1+\sqrt{2 \log (1 / \nu)}, \quad \nu \in \mathbb{R} .
$$

Theorem 1. Let $\mathcal{D}=\left(\left(x_{1}, x_{1}^{+}\right), \cdots,\left(x_{M}, x_{M}^{+}\right)\right)$be a dataset with $M$ i.i.d. samples. Then, under Assumption [1. $\left\|\widehat{\mathcal{P}}_{\varepsilon}-\mathcal{P}_{\varepsilon}\right\| \leq B_{\kappa} \psi_{1}(M, \gamma ; \delta / 2) \mathcal{O}\left(\varepsilon^{-2}\right)$ 1 with probability at least $1-\delta$ for $\delta \in(0,1)$, if the sparse estimate $\widehat{C}_{X X}$ is positive semi-definite ${ }^{2}$, where
$\psi_{1}(M, \gamma ; \delta):=\frac{1}{\sqrt{M}} \Xi(\delta)+\left(1-\frac{\left|\mathcal{D}_{\gamma}\right|}{M}\right) \sqrt{1-\gamma^{2}}$.

[^1]Decreasing the coherency parameter $\gamma$ leads to a less coherent dictionary and a smaller $\mathcal{D}_{\gamma}$. However, this sparsity comes at the cost of approximation accuracy. One cannot avoid this cost with more data if $\left|\mathcal{D}_{\gamma}\right|$ saturates-a scenario that arises when the dynamics evolves over a compact domain as the next result (proven in Appendix B) reveals.
Theorem 2. Suppose $\left\{X_{t}\right\}_{t \in \mathbb{T}}$ takes values on a compact subset $\mathbb{K} \subset \mathbb{R}^{n}$ and $B_{\kappa}^{\prime} \leq \kappa(x, x) \leq B_{\kappa}$ for all $x \in \mathbb{K}$. If $B_{\kappa}^{\prime} \geq \sqrt{\gamma} B_{\kappa}$, then for any possible sequence $\left(x_{i}, x_{i}^{+}\right) \in$ $\mathbb{K} \times \mathbb{K}$, any $\gamma$-coherent subset $\mathcal{D}_{\gamma}$ of the sequence satisfies $\left|\mathcal{D}_{\gamma}\right| \leq C_{\mathbb{K}} /(1-\gamma)^{n}$ for some value $C_{\mathbb{K}}$ that depends on $\mathbb{K}$ and $\kappa$.

A kernel $\kappa$ is translation invariant if $\kappa(x, y)$ can be written as a function of $x-y$. Such kernels, including the Gaussian kernels considered in Section 9 , satisfy $B_{\kappa}^{\prime}=B_{\kappa}$, meaning that $\left|\mathcal{D}_{\gamma}\right|$ is bounded for all $0<\gamma<1$.

## 4. Sparse PF Operator Learning from Trajectories

Samples of a dynamical system are often collected along trajectories, i.e., non-i.i.d or time-correlated data. In this section, we develop sample complexity bounds for PF operator estimation based on data collected from trajectories of discrete-time systems. In our setting, dependencies among samples weaken over time, and samples converge to a unique stationary distribution $\Pi$ in a suitable sense. Specifically, we assume that the data is drawn from a $\beta$ mixing stochastic process, defined below. See Yu (1994); Mohri \& Rostamizadeh (2008); Vidyasagar (2013) for other applications.
Definition 1. Agarwal \& Duchi (2012 Definition II.1) $\beta$ Mixing. Let $\left\{X_{t}\right\}_{t \in \mathbb{T}}$ be a stochastic process on a filtered probability space $\left(\Omega,\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{T}}, \mathbb{P}\right)$ where $X_{t}$ is $\mathcal{F}_{t}$-adapted and takes values in $\mathbb{X}=\mathbb{R}^{n}$. Let $P_{t+s}\left(\cdot \mid \mathcal{F}_{t}\right)$ be a version of the conditional distribution of $X_{t+s}$ given $\mathcal{F}_{t}$. Assume that $\Pi$ defines the unique stationary distribution of the stochastic process over $\mathbb{R}^{n}$. Then, the $\beta$-coefficients of $\left\{X_{t}\right\}_{t \in \mathbb{T}}$ are defined as

$$
\begin{equation*}
\beta(s):=\sup _{t} \mathbb{E}\left\|P_{t+s}\left(\cdot \mid \mathcal{F}_{t}\right)-\Pi\right\|_{T V} \tag{14}
\end{equation*}
$$

where $\|\cdot\|_{T V}$ is the total variation distance. A process $\left\{X_{t}\right\}_{t \in \mathbb{T}}$ is said to be $\beta$-mixing, if $\beta(s) \rightarrow 0$ as $s \rightarrow \infty$.

In addition, we make the following assumption which requires $P_{t+s}\left(\cdot \mid \mathcal{F}_{t}\right)$ and the stationary density $\Pi$ to span the state space.
Assumption 2. $P_{t+s}\left(\cdot \mid \mathcal{F}_{t}\right)$ and $\Pi$ are absolutely continuous with respect to the Lebesgue measure on $\mathbb{X}$ for all $t, s \in \mathbb{T}$.

Before stating our results for the CME operator, we first present a theorem on learning KME with trajectories. In
particular, sample complexity guarantees for learning KME (1) from i.i.d. data are studied in Smola et al. (2007); Gretton et al. (2012); Lopez-Paz et al. (2015); Tolstikhin et al. (2017). We extend these results to $\beta$-mixing stochastic processes.
Theorem 3. Let $\left\{X_{t}\right\}_{t \in \mathbb{T}}$ be a $\beta$-mixing stochastic process defined on a filtered probability space $\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{T}}, \mathbb{P}\right)$ where $X_{t}$ is $\mathcal{F}_{t}$-adapted and takes values in $\mathbb{X}=\mathbb{R}^{n}$, with a stationary distribution $\Pi$. Starting from $X_{0}$ sampled according to an initial distribution $P_{X_{0}}$ and evolving through the system dynamics, let $X^{s}(m):=\left(X_{(1)}, \ldots, X_{(m)}\right)$ be an $m$-length sequence of states, sampled s time-points apart. Suppose further that Assumptions 1 and 2 hold. Then, the empirical KME estimate $\widetilde{\mu}\left(X^{s}(m)\right)=\frac{1}{m} \sum_{j=1}^{m} \kappa\left(X_{(j)}, \cdot\right)$ and the embedding $\mu$ of $\Pi$ satisfy

$$
\begin{equation*}
\left\|\widetilde{\mu}\left(X^{s}(m)\right)-\mu\right\|_{\mathcal{H}} \leq \sqrt{\frac{B_{\kappa}}{m}} \Xi(\delta-m \beta(s)) \tag{15}
\end{equation*}
$$

with probability at least $1-\delta$ for any $m \beta(s)<\delta<1$.
According to Tolstikhin et al. (2017, Proposition A.1), KME learning from i.i.d. data achieves $\mathcal{O}\left(m^{-1 / 2}\right)$-consistency with $m$ samples. The same learning rate is thus preserved in the $\beta$-mixing case when sub-samples are separated by $s$ steps. The spacing $s$ controls the Markovian dependency between subsampled data points. Increasing $s$ reduces $\beta(s)$ and tightens the bound. This tightening, however, comes at the cost of discarding more samples.

One can utilize the techniques from Section 3 to construct a sparse PF operator from a sub-sampled $\beta$-mixing dataset. Theorem 3 applied to estimates in $\mathcal{H}_{\otimes}$ yields $\left\|\widetilde{C}_{X+X}-C_{X^{+} X}\right\|_{\mathrm{HS}} \leq B_{\kappa}^{2} \Xi(\delta-m \beta(s)) / \sqrt{m}$ with probability at least $1-\delta$ for any $m \beta(s)<\delta<1$. The above observation then yields the following result; the proof is similar to that of Theorem 1 and is omitted.
Theorem 4. Under the same assumptions as Theorem $3\left\|\widehat{\mathcal{P}}_{\varepsilon}-\mathcal{P}_{\varepsilon}\right\| \leq B_{\kappa} \psi_{2}(m, s, \gamma ; \delta / 2) \mathcal{O}\left(\varepsilon^{-2}\right)$ for $m \beta(s)<\delta<1$, with probability at least $1-$ $\delta$, where $\psi_{2}(m, s, \gamma ; \delta):=\left(1-\frac{\left|\mathcal{D}_{\gamma}\right|}{m}\right) \sqrt{1-\gamma^{2}}+$ $\frac{1}{\sqrt{m}} \Xi(\delta-m \beta(s))$.

## 5. PF Semigroup in Continuous Time

For a diffusion process $X_{t}$ (a time-homogeneous Markov process in continuous time with almost surely continuous sample paths), one can associate a PF operator family, parameterized by time. Let $\mathbb{T}:=[0, \infty)$. Consider a filtered probability space $\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{T}}, \mathbb{P}\right)$, where $X_{t}$ is $\mathcal{F}_{t}$-adapted and takes values in $\mathbb{X}=\mathbb{R}^{n}$. The embedded PF operator $\mathcal{P}_{t}$ is defined via a Bochner conditional expectation,

$$
\begin{equation*}
\mathcal{P}_{t} \kappa(x, \cdot)=\mathbb{E}\left[\kappa\left(X_{t}, \cdot\right) \mid X_{0}=x\right] . \tag{16}
\end{equation*}
$$

Let $P$ be the transition function such that for fixed $x$, $P(t, x ; \mathbb{A}):=\mathbb{P}\left\{X_{t} \in \mathbb{A} \mid X_{0}=x\right\}$. The PF operator family $\left\{\mathcal{P}_{t}\right\}_{t \in \mathbb{T}}$ then defines a semigroup because $\mathcal{P}_{0}=\mathrm{id}$, and

$$
\begin{align*}
\mathcal{P}_{t+s} \kappa(x, \cdot) & =\int \kappa(y, \cdot) P(t+s, x ; \mathrm{d} y) \\
& \stackrel{(a)}{=} \iint \kappa(y, \cdot) P(s, z ; \mathrm{d} y) P(t, x ; \mathrm{d} z)  \tag{17}\\
& =\int \mathcal{P}_{s} \kappa(z, \cdot) P(t, x ; \mathrm{d} z) \\
& =\mathcal{P}_{t} \circ \mathcal{P}_{s} \kappa(x, \cdot)
\end{align*}
$$

where Chapman-Kolmogorov equation implies (a). We now study properties of the semigroup of operators $\left\{\mathcal{P}_{t}\right\}_{t \in \mathbb{T}}$. A semigroup is strongly continuous if $\lim _{t \rightarrow 0}\left\|\mathcal{P}_{t} f-f\right\|_{\mathcal{H}}=$ 0 for all $f \in \mathcal{H}$, and uniformly continuous, if $\lim _{t \rightarrow 0} \| \mathcal{P}_{t}-$ $\mathcal{I} \|=0$, where $\|\cdot\|$ is the operator norm. Furthermore, define its infinitesimal generator $\mathcal{A}$ as the operator that satisfies

$$
\begin{equation*}
\mathcal{A} f:=\lim _{t \rightarrow 0} \frac{1}{t}\left(\mathcal{P}_{t} f-f\right), \tag{18}
\end{equation*}
$$

for $f \in \mathcal{H}$. The limit in $\mathcal{H}$-norm exists over a subspace $\mathbb{D}(\mathcal{A})$ of $\mathcal{H}$. Next, we study the properties of $\left\{\mathcal{P}_{t}\right\}_{t \in \mathbb{T}}$ and $\mathcal{A}$. Let $C_{0}$ be the covariance operator at time $t=0$ and $C_{t}$ be the cross-covariance with time-lag $t$, i.e., $C_{0}:=C_{X_{0} X_{0}}$ and $C_{t}:=C_{X_{t} X_{0}}$. We make the following assumption.
Assumption 3. $\mathbb{E}\left[f\left(X_{t}\right) \mid X=\cdot\right] \in \mathcal{H}$ for all $f \in \mathcal{H}$, $\forall t \in \mathbb{T}$; and $C_{0}$ is invertible.

In essence, the first part of this assumption imposes closedness of the RKHS $\mathcal{H}$ with respect to the evolution of functions and probability densities through the system dynamics. Such a closedness assumption is not new to Koopman operator-based analysis, e.g. Yeung et al. (2019); Nandanoori et al. (2020). Nevertheless, it is restrictive and is often violated as noted in (Park \& Muandet, 2020, Klebanov et al., 2020). While our proofs require this strong assumption, it may be possible to relax it in light of recent developments in (Li et al. 2022, Kostic et al., 2022). We leave exploration of such a relaxation for future efforts. The proof of the next result is provided in Appendix D.
Theorem 5. Under Assumptions 1 and $3\left\{\mathcal{P}_{t}\right\}_{t \in \mathbb{T}}$ is uniformly continuous in $\mathcal{H}$. Moreover, its generator $\mathcal{A}$ is a bounded linear operator with $\mathbb{D}(\mathcal{A})=\mathcal{H}$.

Previous analysis in Klus et al. (2020a) and Rosenfeld et al. (2019) consider generators of transfer operator families. Continuity properties of the operator family and the domain of the generator were not rigorously established to our knowledge-a gap that Theorem 5 bridges.
The Koopman operator family can be defined as the adjoint of the PF operator family, i.e., $\mathcal{K}_{t}=\mathcal{P}_{t}^{\star}$ and satisfies $\left\langle f, \mathcal{K}_{t} g\right\rangle=\left\langle\mathcal{P}_{t} f, g\right\rangle$. Also, $\left\{\mathcal{K}_{t}\right\}_{t \in \mathbb{T}}$ defines a semigroup
that satisfies

$$
\begin{equation*}
\left\langle f,\left(\mathcal{K}_{t} g-g\right) / t\right\rangle=\left\langle\left(\mathcal{P}_{t} f-f\right) / t, g\right\rangle \tag{19}
\end{equation*}
$$

for all $f, g \in \mathcal{H}$ and $t>0$. Taking $t \rightarrow 0$ allows us to write the right hand side of $(\overline{19})$ as $\langle\mathcal{A} f, g\rangle$, and define the generator of $\left\{\mathcal{K}_{t}\right\}_{t \in \mathbb{T}}$ as $\mathcal{A}^{\star}$, the adjoint of $\mathcal{A}$. Next, we establish $\mathbb{D}\left(\mathcal{A}^{\star}\right)$; see Appendix Efor a proof.
Corollary 1. Suppose Assumptions 1 and 3 hold. Then, $\mathcal{A}^{\star}$ is a bounded linear operator with $\mathbb{D}\left(\mathcal{A}^{\star}\right)=\mathcal{H}$.

## 6. PF Generator for Stochastic Differential Equations via Covariance-Type Operators

Under Assumption 3 , $\mathcal{P}_{t}=C_{t} C_{0}^{-1}$. We now develop an analogous expression for $\mathcal{A}$ in terms of covariance-type operators. To that end, notice that

$$
\begin{equation*}
\mathcal{A} \mu=\lim _{t \rightarrow 0} \frac{\mathcal{P}_{t}-\mathrm{id}}{t} \mu=\lim _{t \rightarrow 0} \frac{C_{t}-C_{0}}{t} C_{0}^{-1} \mu \tag{20}
\end{equation*}
$$

where the limit is taken in the $\mathcal{H}$-norm. When $\lim _{t \rightarrow 0}\left(C_{t}-\right.$ $\left.C_{0}\right) / t$ exists, we identify the limit as the operator $\partial C_{0}$. In the following, we identify $\partial C_{0}$ as an element in the tensor product RKHS. For all $f, g \in \mathcal{H}$, we have

$$
\begin{align*}
\left\langle f, \partial C_{0} g\right\rangle & =\lim _{t \rightarrow 0} \frac{1}{t}\left(\left\langle f, C_{t} g\right\rangle-\left\langle f, C_{0} g\right\rangle\right) \\
& =\lim _{t \rightarrow 0} \frac{1}{t}\left(\mathbb{E}\left[f\left(X_{t}\right) g\left(X_{0}\right)\right]-\mathbb{E}\left[f\left(X_{0}\right) g\left(X_{0}\right)\right]\right) \\
& =\lim _{t \rightarrow 0} \frac{1}{t}\left(\mathbb{E}\left[\left(\mathbb{E}\left[f\left(X_{t}\right) \mid X_{0}\right]-f\left(X_{0}\right)\right) g\left(X_{0}\right)\right]\right) . \tag{21}
\end{align*}
$$

The above derivation uses the definition of $C_{t}, C_{0}$ and the tower property. We simplify the above expression using the Koopman generator $\mathcal{A}^{\star}$ of $\left\{X_{t}\right\}_{t \in \mathbb{T}}$, characterized by

$$
\begin{equation*}
\left(\mathcal{A}^{\star} f\right)(x):=\lim _{t \rightarrow 0} \frac{1}{t}\left(\mathbb{E}\left[f\left(X_{t}\right)-f\left(X_{0}\right) \mid X_{0}=x\right]\right) \tag{22}
\end{equation*}
$$

for $f \in \mathcal{H}$. For any $\nu>0$, there is a sufficiently small $t_{\nu}$, such that for $0 \leq t \leq t_{\nu}$, Assumptions 1 and 3 yield

$$
\begin{aligned}
\left|\frac{1}{t}\left(\mathbb{E}\left[f\left(X_{t}\right) \mid x_{0}\right]-f\left(x_{0}\right)\right)\right| & \leq \nu+\left|\left(\mathcal{A}^{\star} f\right)\left(x_{0}\right)\right| \\
& =\nu+\left|\left\langle\mathcal{A}^{\star} f, \kappa\left(x_{0}, \cdot\right)\right\rangle_{\mathcal{H}}\right| \\
& \leq \nu+\left\|\mathcal{A}^{\star}\right\|\|f\|_{\mathcal{H}} B_{\kappa}
\end{aligned}
$$

Thus, the dominated convergence theorem allows us to infer from (21) and (22) that

$$
\begin{equation*}
\left\langle f, \partial C_{0} g\right\rangle=\mathbb{E}\left[\mathcal{A}^{\star} f\left(X_{0}\right) g\left(X_{0}\right)\right] . \tag{23}
\end{equation*}
$$

We now restrict attention to dynamics described by the following stochastic differential equation (SDE),

$$
\begin{equation*}
\mathrm{d} X_{t}=b\left(X_{t}\right) \mathrm{d} t+\sigma\left(X_{t}\right) \mathrm{d} B_{t}, \quad X_{0}=x \tag{24}
\end{equation*}
$$

where $B_{t}$ is an $n$-dimensional Brownian motion. The drift and diffusion functions $b: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ and $\sigma: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n \times n}$, are assumed Lipschitz continuous, and bounded as

$$
\begin{equation*}
\left\|b_{j}\right\|_{\infty} \leq \bar{S},\left\|a_{i, j}\right\|_{\infty} \leq \bar{S}, \quad i, j=1, \cdots, n \tag{25}
\end{equation*}
$$

The Koopman generator for such a system, according to Schilling (2021, Theorem 19.9), is

$$
\begin{equation*}
\left(\mathcal{A}^{\star} g\right)(x)=\sum_{i=1}^{n} b_{i}(x) \frac{\partial g(x)}{\partial x_{i}}+\frac{1}{2} \sum_{i, j=1}^{n} a_{i j}(x) \frac{\partial^{2} g(x)}{\partial x_{i} \partial x_{j}}, \tag{26}
\end{equation*}
$$

for any $g \in \mathcal{H}$, where $a(x):=\sigma(x) \sigma(x)^{\top}$. The domain of this operator is $\mathcal{H}$, when $a$ and $b$ are such that Assumption 3 holds. To relate $\partial C_{0}$ to $\mathcal{A}^{\star}$ as defined in (26), we need machinery to describe partial derivatives of functions in $\mathcal{H}$. In Section6.1, we present these preliminaries and return to defining $\partial \bar{C}_{0}$ in terms of $\mathcal{A}^{\star}$ in Section6.2.

### 6.1. Partial Derivative of Kernel Functions

Representability of partial derivatives of functions in RKHS within the same RKHS has been studied in Zhou (2008), where the analysis considers RKHS over compact domains. We study dynamics driven by an SDE over a non-compact domain, necessitating technical extensions to the analysis in Zhou (2008). We relax compactness and instead consider bounded kernels whose partial derivatives vanish at infinity.

The partial derivatives of $\kappa$ are denoted by

$$
D^{(\alpha, \beta)} \kappa(x, y)=\frac{\partial^{|\alpha|} \partial^{|\beta|}}{\partial x^{\alpha} \partial y^{\beta}} \kappa\left(x^{1}, \ldots, x^{n}, y^{1}, \ldots, y^{n}\right),
$$

for $\alpha:=\left(\alpha_{1}, \cdots, \alpha_{n}\right)$ and $\beta:=\left(\beta_{1}, \cdots, \beta_{n}\right)$. Also, let $D^{\alpha} \kappa(x, \cdot):=D^{(\alpha, 0)} \kappa(x, \cdot)$. Define $C_{\infty}$ to be the family of all continuous functions $f: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ such that for each $\epsilon>0$, there is a compact set $\mathbb{K}_{\epsilon}$ for which $|f(x, y)|<\epsilon$ for all $(x, y) \in \mathbb{R}^{n} \times \mathbb{R}^{n} \backslash \mathbb{K}_{\epsilon}$. Denote $|\alpha|=\sum_{j=1}^{n} \alpha_{j}$. With this notation, we make the following assumption about $\kappa$.
Assumption 4. $\left\|D^{(\alpha, \beta)} \kappa\right\|_{\infty} \leq B_{\kappa}$ and $D^{(\alpha, \beta)} \kappa \in C_{\infty}$ for all $|\alpha+\beta|<2 s$ for some positive integer $s$.

In the following result, we establish that the partial derivative of $\kappa$ is also an element of $\mathcal{H}$ and satisfies a partial derivative reproducing property. See Appendix $F$ for proof.
Theorem 6. Let $I_{s}:=\left\{\alpha \in \mathbb{N}^{n}:|\alpha| \leqslant s\right\}$. If $\kappa$ satisfies Assumption 4 then for any $x \in \mathbb{R}^{n}, f \in \mathcal{H}$ and $\alpha \in I_{s}$, we have $D^{\alpha} \kappa(x, \cdot) \in \mathcal{H}$, and $\left(D^{\alpha} f\right)(x)=\left\langle D^{\alpha} \kappa(x, \cdot), f\right\rangle_{\mathcal{H}}$.

### 6.2. Writing $\partial C_{0}$ in Tensor Product Hilbert Space

Define the second order differential operator

$$
\begin{equation*}
\mathrm{d}^{(2)} \phi:=\sum_{i=1}^{n} b_{i} \cdot D^{e_{i}} \phi+\frac{1}{2} \sum_{i, j=1}^{n} a_{i j} \cdot D^{e_{i}+e_{j}} \phi \tag{27}
\end{equation*}
$$

Assume that $b$ and $a$ are such that $b_{i} \cdot D^{e_{i}} \phi \in \mathcal{H}$ and $a_{i j} \cdot D^{e_{i}+e_{j}} \phi \in \mathcal{H}$ for $i, j=1, \cdots, n$. This assumption holds, for example, when $a$ and/or $b$ are constants. With this assumption, Theorem 6 implies that $\mathrm{d}^{(2)} \phi \in \mathcal{H}$, and 26) can be written as $\left(\mathcal{A}^{\star} g\right)(x)=\left\langle g, \mathrm{~d}^{(2)} \phi(x)\right\rangle$.
Therefore, (21) yields

$$
\begin{align*}
\left\langle f, \partial C_{0} g\right\rangle & =\mathbb{E}\left[\left(\mathcal{A}^{\star} f\right)\left(X_{0}\right) g\left(X_{0}\right)\right] \\
& =\mathbb{E}\left[\left\langle f, \mathrm{~d}^{(2)} \phi\left(X_{0}\right)\right\rangle\left\langle g, \phi\left(X_{0}\right)\right\rangle\right] \\
& =\left\langle f \otimes g, \mathbb{E}\left[\mathrm{~d}^{(2)} \phi\left(X_{0}\right) \otimes \phi\left(X_{0}\right)\right]\right\rangle  \tag{28}\\
& =\left\langle f, \mathbb{E}\left[\mathrm{~d}^{(2)} \phi\left(X_{0}\right) \otimes \phi\left(X_{0}\right)\right] g\right\rangle
\end{align*}
$$

Analogous to the covariance operator, $\partial C_{0}$ can be identified as the element in $\mathcal{H}_{\otimes}$ as

$$
\begin{equation*}
\partial C_{0}:=\mathbb{E}\left[\mathrm{d}^{(2)} \phi\left(X_{0}\right) \otimes \phi\left(X_{0}\right)\right] \tag{29}
\end{equation*}
$$

The proof of the following result is in Appendix $G$
Lemma 1. Suppose Assumptions 1,3 and 4 hold. Then $\partial C_{0}$ is a Hilbert-Schmidt operator.

The PF generator is then $\mathcal{A}=\partial C_{0} C_{0}^{-1}$. Similar to the discrete time case (c.f. (7)), its regularized variant is

$$
\begin{equation*}
\mathcal{A}_{\varepsilon}=\partial C_{0}\left(C_{0}+\varepsilon \mathrm{id}\right)^{-1} \tag{30}
\end{equation*}
$$

## 7. Sparse Approximation of PF Generators

Writing $\mathcal{A}$ as an element in the tensor product space $\mathcal{H}_{\otimes}$ allows us to analyze the sample complexity of learning it from data along the lines of Tolstikhin et al. (2017, Proposition A.1) as follows. See Appendix Hfor proof.

Theorem 7. Given $M$ i.i.d. samples $\left\{x_{m}\right\}_{m=1}^{M}$ drawn according to $\mathbb{P}_{X}$, suppose Assumptions 1 and 4 hold. Define
$\widetilde{C}_{0}:=\frac{1}{M} \sum_{m=1}^{M} \varphi\left(x_{m}, x_{m}\right), \widetilde{\partial C}_{0}:=\frac{1}{M} \sum_{m=1}^{M} \mathrm{~d}^{(2)} \phi\left(x_{m}\right) \otimes \phi\left(x_{m}\right)$,
and $\widetilde{\mathcal{A}}_{\varepsilon}:=\widetilde{\partial C}_{0}\left(\widetilde{C}_{0}+\varepsilon i d\right)^{-1}$. Then, for $\delta \in(0,1)$, the following holds with probability at least $1-\delta$.

$$
\begin{gather*}
\left\|\partial C_{0}-\widetilde{\partial C}_{0}\right\|_{H S} \leq \sqrt{\frac{B_{\otimes}}{M}} \Xi(\delta)  \tag{31}\\
\left\|\widetilde{\mathcal{A}}_{\varepsilon}-\mathcal{A}_{\varepsilon}\right\| \leq \frac{B^{\max }}{\sqrt{M}} \Xi(\delta / 2) \mathcal{O}\left(\varepsilon^{-2}\right) \tag{32}
\end{gather*}
$$

where $\sup _{x \in \mathbb{R}^{n}}\left\|\mathrm{~d}^{(2)} \phi(x) \otimes \phi(x)\right\|_{H_{\otimes}}^{2} \leq B_{\otimes}$ with $B_{\otimes}:=$ $B_{\kappa}^{2}\left(n^{2}+n^{3}+\frac{1}{4} n^{4}\right) \bar{S}$, and $B^{\max }:=\max \left\{\sqrt{B_{\otimes}}, B_{\kappa}\right\}$.

Next, we propose sparse learning of $\mathcal{A}_{\varepsilon}$ from i.i.d. data using the same notion of coherency introduced in (Mallat \& Zhang, 1993; Tropp, 2004, Gilbert et al., 2003), but adapted to the setting involving the derivatives of functions in RKHS. Construct a $\gamma$-coherent dictionary by selecting a subset $\mathcal{D}_{\gamma}$ of $\mathcal{D}$ such that for each $p, q$ with $x_{p}, x_{q} \in \mathcal{D}_{\gamma}$ and $p \neq q$,
$\left\langle\mathrm{d}^{(2)} \phi\left(x_{p}\right), \mathrm{d}^{(2)} \phi\left(x_{q}\right)\right\rangle_{\mathcal{H}} \leq \sqrt{\gamma}\left\|\mathrm{d}^{(2)} \phi\left(x_{p}\right)\right\|_{\mathcal{H}}\left\|\mathrm{d}^{(2)} \phi\left(x_{q}\right)\right\|_{\mathcal{H}}$,
and (11) with $\left(x_{i}^{\star}, x_{j}^{\star}\right)=\left(x_{p}, x_{q}\right)$. In addition, let $\mathcal{I}$ be the indices among $1, \ldots, M$ such that $x_{i} \in \mathcal{D}_{\gamma}$ for $i \in \mathcal{I}$. Then, the compressed estimator of $\partial C_{0}$ and $C_{0}$ are computed as

$$
\begin{equation*}
\widehat{\partial C}_{0}=\sum_{i \in \mathcal{I}} z_{i} \mathrm{~d}^{(2)} \phi\left(x_{i}\right) \otimes \phi\left(x_{i}\right), \widehat{C}_{0}=\sum_{i \in \mathcal{I}} z_{i}^{\prime} \varphi\left(x_{i}, x_{i}\right), \tag{34}
\end{equation*}
$$

where $z$ (and similarly, $z^{\prime}$ ) is obtained as $z=H^{-1} h$, with $H \in \mathbb{R}^{\left|\mathcal{D}_{\gamma}\right| \times\left|\mathcal{D}_{\gamma}\right|}$ has entries $H_{i, j}=\left\langle\mathrm{d}^{(2)} \phi\left(x_{i}\right) \otimes\right.$ $\left.\phi\left(x_{i}\right), \mathrm{d}^{(2)} \phi\left(x_{j}\right) \otimes \phi\left(x_{j}\right)\right\rangle$ and $h \in \mathbb{R}^{\left|\mathcal{D}_{\gamma}\right|}$ is defined as $h_{j}=\frac{1}{M} \sum_{i=1}^{M} H_{i, j}$ for each $i$ and $j$ in $\mathcal{I}$. The sparse PF generator is then

$$
\begin{equation*}
\widehat{\mathcal{A}}_{\varepsilon}:=\widehat{\partial C}_{0}\left(\widehat{C}_{0}+\varepsilon \mathrm{id}\right)^{-1} \tag{35}
\end{equation*}
$$

whose approximation error is given as follows. See Appendix $\square$ for a proof.

Theorem 8. Under the assumptions of Theorem 7 $\left\|\widehat{\mathcal{A}}_{\varepsilon}-\mathcal{A}_{\varepsilon}\right\| \leq B^{\max } \psi_{1}(M, \gamma ; \delta / 2) \mathcal{O}\left(\varepsilon^{-2}\right)$ holds with probability at least $1-\delta$ for any $\delta \in(0,1)$, where $\psi_{1}$ is defined in (13).

Similar to the discrete time case, one can learn the generator from trajectory data. We consider a generalization of the notion of $\beta$-mixing in discrete-time to continuous-time as follows. Define the $\beta$-coefficients $\beta(s)$ exactly as 14), and call the process $\left\{X_{t}\right\}_{t \in \mathbb{T}} \beta$-mixing, if $\beta(s) \rightarrow 0$ as $s \rightarrow \alpha^{3}$. A direct application of results from Section 4 gives the following result.
Theorem 9. Let $\left\{X_{t}\right\}_{t \in \mathbb{T}}$ be a $\beta$-mixing diffusion process defined on a filtered probability space $\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{T}}, \mathbb{P}\right)$ where $X_{t}$ is $\mathcal{F}_{t}$-adapted and takes values in $\mathbb{X}=\mathbb{R}^{n}$. Suppose it has a unique stationary distribution $\Pi$ and satisfies Assumption 2 Consider the evolution of the state, starting from $X_{0}$ that is sampled according to an initial distribution $\mathbb{P}_{X_{0}}$. Let $X^{s}(m)=\left(X_{(1)}, \ldots, X_{(m)}\right)$ be an m-length sequence, sampled s time apart. Under Assumptions 1] 2 and 4. $\left\|\widehat{\mathcal{A}}_{\varepsilon}-\mathcal{A}_{\varepsilon}\right\| \leq B^{\max } \psi_{2}(m, s, \gamma ; \delta / 2) \mathcal{O}\left(\varepsilon^{-2}\right)$ holds with probability at least $1-\delta$ for $m \beta(s)<\delta<1$.

[^2]
## 8. Learning SDE Coefficients from Data

Our data-driven approximation of the regularized PF generator $\mathcal{A}_{\varepsilon}$ in Section 7 is premised on the knowledge of the drift and diffusion coefficients, $b$ and $a=\sigma \sigma^{\top}$, respectively, of the SDE in (24). We now study the same, when $b$ and $a$ are not known. Notice that

$$
\begin{align*}
& b(x)=\lim _{\tau \rightarrow 0} \frac{1}{\tau} \mathbb{E}\left[\left(X_{\tau}-X_{0}\right) \mid X_{0}=x\right], \\
& a(x)=\lim _{\tau \rightarrow 0} \frac{1}{\tau} \mathbb{E}\left[\left(X_{\tau}-X_{0}\right)\left(X_{\tau}-X_{0}\right)^{\top} \mid X_{0}=x\right] . \tag{36}
\end{align*}
$$

We approximate components of $b$ and $a$ using their finite difference approximations, $b^{\tau}(x)$ and $a^{\tau}(x)$, respectively. To motivate the key idea, consider a scalar-valued process, i.e., $X_{t} \in \mathbb{R}$. With a slight abuse of notation, assume that the identity function id : $\mathbb{R} \rightarrow \mathbb{R}$ is an element of $\mathcal{H}$. For any $t \geq 0$, we have $\mathbb{E}\left[X_{t} \mid X_{0}=x\right]=\left\langle\mathrm{id}, \mathbb{E}\left[\kappa\left(X_{t}, \cdot\right) \mid X_{0}=\right.\right.$ $x]\rangle$, where $\mathbb{E}\left[\kappa\left(X_{t}, \cdot\right) \mid X_{0}=x\right]$ is the embedding of the distribution of $X_{t}$ in $\mathcal{H}$, given $X_{0}=x$. At $t=0$, this equates to $\kappa(x, \cdot)$, and at $t=\tau$, to $\mathcal{U}_{\tau} \kappa(x, \cdot)$. Taken together, these observations yield
$\tau b^{\tau}(x)=\left\langle\mathrm{id}, \mathcal{U}_{\tau} \kappa(x, \cdot)-\kappa(x, \cdot)\right\rangle=\left\langle\mathcal{U}_{\tau}^{\star} \mathrm{id}-\mathrm{id}, \kappa(x, \cdot)\right\rangle$,
implying $b^{\tau}=\frac{1}{\tau}\left(\mathcal{U}_{\tau}^{\star} \mathrm{id}-\mathrm{id}\right)$. Likewise, $\mathbb{E}\left[\kappa\left(X_{t}, \cdot\right) \kappa\left(X_{t^{\prime}}, \cdot\right) \mid X_{0}=x\right]$ is the embedding of the conditional joint distribution of $\left(X_{t}, X_{t^{\prime}}\right)$, given $X_{0}=x$. Proceeding similarly as before, this equals $\left\langle\mathrm{id} \otimes \mathrm{id}, \mathbb{E}\left[\kappa\left(X_{t}, \cdot\right) \kappa\left(X_{t^{\prime}}, \cdot\right) \mid X_{0}=x\right]\right\rangle$, where the second term in the inner product can be written as $\mathcal{U}_{t t^{\prime}} \kappa(x, \cdot)$. Here, $\mathcal{U}_{t t^{\prime}}$ denotes the conditional joint mean embedding operator that generalizes the CME $\mathcal{U}_{t}$ to the tensor product Hilbert space. We defer its formal definition to Appendix J and remark that under a condition similar to that in Assumption 3 . $\mathcal{U}_{t t^{\prime}}$ can be defined using joint covariance operators $C_{t t^{\prime} 0}$ and covariance operator $C_{0}$, also defined formally by 98 ) in Appendix J Using this notation,

$$
\begin{align*}
\tau a^{\tau}(x)= & \mathbb{E}\left[X_{\tau}^{2}-2 X_{0} X_{\tau}+X_{0}^{2} \mid X_{0}=x\right] \\
= & \left\langle\mathcal{U}_{\tau \tau}^{\star}(\mathrm{id} \otimes \mathrm{id})-2 \mathcal{U}_{\tau 0}^{\star}(\mathrm{id} \otimes \mathrm{id})\right.  \tag{37}\\
& +(\mathrm{id} \otimes \mathrm{id}) \kappa(x, \cdot), \kappa(x, \cdot)\rangle_{\mathcal{H}}
\end{align*}
$$

implying $\tau a^{\tau}=\mathcal{U}_{\tau \tau}^{\star}(\mathrm{id} \otimes \mathrm{id})-2 \mathcal{U}_{\tau 0}^{\star}(\mathrm{id} \otimes \mathrm{id})+(\mathrm{id} \otimes$ id) $\kappa(x, \cdot)$. The conditional joint mean embedding operators can be estimated from $\left\{x_{m}(0), x_{m}(\tau)\right\}_{m=1}^{N}$ of $N$, drawn i.i.d. according to $\mathbb{P}\left(X_{0}, X_{\tau}\right)$, where $x_{m}(\tau)$ is the next snapshot of $x_{m}(0)$ with time lag $\tau$. The details of the estimation of (regularized) joint covariance and conditional joint mean embedding operators from data are relegated to Appendix J Call the estimates of $b^{\tau}$ and $a^{\tau}$ with estimated $\mathcal{U}$ 's as $\widehat{b^{\tau}}$ and $\widehat{a^{\tau}}$, respectively.
For an $n$-dimensional diffusion process, we apply the same technique to each scalar component of $b$ and $a$. Let $e_{i}$ :
$X \mapsto X^{(i)}$ evaluate the $i$-th coordinate of $X \in \mathbb{R}^{n}$ and assume that $\boldsymbol{e}_{i} \in \mathcal{H}$ for $i=1, \cdots, n$. Then, we have

$$
\begin{align*}
b_{i}^{\tau}= & \frac{1}{\tau}\left(\mathcal{U}_{\tau}^{\star} \boldsymbol{e}_{i}-\boldsymbol{e}_{i}\right), \\
a_{i j}^{\tau}= & \frac{1}{\tau}\left(\mathcal{U}_{\tau \tau}^{\star}\left(\boldsymbol{e}_{i} \otimes \boldsymbol{e}_{j}\right)-\mathcal{U}_{\tau 0}^{\star}\left(\boldsymbol{e}_{i} \otimes \boldsymbol{e}_{j}\right)\right.  \tag{38}\\
& \left.\quad-\mathcal{U}_{\tau 0}^{\star}\left(\boldsymbol{e}_{j} \otimes \boldsymbol{e}_{i}\right)+\left(\boldsymbol{e}_{i} \otimes \boldsymbol{e}_{j}\right) \kappa(x, \cdot)\right) .
\end{align*}
$$

Using empirical estimates $\widehat{b_{i}^{\tau}}, \widehat{a_{i j}^{\tau}}$ of the drift and the diffusion coefficients, an empirical estimate of $\partial C_{0}$ can be constructed from data. In turn, the estimated $\partial C_{0}$ yield empirical generators. Such an entirely data-driven algorithm is summarized in Appendix L.

The development in this section requires id $\in \mathcal{H}$. An infinitedimensional RKHS with bounded kernel cannot include such a map (Muandet et al. 2016, Section 2.3). Nevertheless, we view the expressions to evaluate $\widehat{a^{\tau}}$ and $\widehat{b^{\tau}}$ as ways to obtain an approximation, where the actions of id can be directly utilized without explicitly representing this map within the RKHS. See Appendix Kfor details.

## 9. Numerical Experiments

In this section, we report results from applications of our algorithms to approximations of eigenfunctions of $\mathcal{A}$ and $\mathcal{A}^{\star}$. Eigenfunction construction using Gram matrices is described in Appendix $M$ When the SDE coefficients are not known, one can first estimate them following Section 8 using a data set of snapshot pairs $\mathcal{D}_{1}$. The generator is then constructed as in Section 7, utilizing a second dataset $\mathcal{D}_{2}=\left\{x_{m}\right\}_{m=1}^{M}$. A more detailed description is provided in Appendix L.

### 9.1. The Duffing Oscillator

Consider the unforced Duffing oscillator, described by

$$
\ddot{z}=-\delta \dot{z}-z\left(\beta+\alpha z^{2}\right),
$$

with $\delta=0.5, \beta=-1$, and $\alpha=1$, where $z \in \mathbb{R}$ and $\dot{z} \in \mathbb{R}$ are the scalar position and velocity, respectively. Let $x=(z, \dot{z})$. As Figure 1 areveals, this system exhibits two regions of attraction, corresponding to equilibrium points $x=(-1,0)$ and $x=(1,0)$.

To approximate $\mathcal{A}^{\star}$, we sample 100 trajectories to form $\mathcal{D}_{1}$ by first generating 100 uniformly distributed initial points from $[-2,2] \times[-2,2]$, then propagating them through the dynamics by evolving 1000 steps with sampling interval $\tau=0.01 \mathrm{~s}$. We then create a sub-sample with $m=200$, and $s=5$ along each trajectory. We utilize a Gaussian kernel $\kappa\left(x_{1}, x_{2}\right)=\exp \left(-\left\|x_{1}-x_{2}\right\|_{2}^{2} /\left(2 \times 0.65^{2}\right)\right)$, whose partial derivatives are included in Appendix $N$ Setting $\gamma_{1}=0.99^{2}$, we get $\left|\mathcal{D}_{\gamma_{1}}\right|=1477$. Likewise, $\mathcal{D}_{2}$


Figure 1: (a) Two trajectories of the Duffing oscillator that converge to two different equilibrium points. (b) Leading eigenfunction of $\widehat{\mathcal{A}_{\varepsilon}^{\star}}$ with eigenvalue 0 .
is constructed from 50 uniformly distributed initial points with 100 evaluations along each and then sub-sampled with $m=20, s=5$ for each trajectory. Using $\gamma_{2}=0.9995^{2}$, we obtain $\left|\mathcal{D}_{\gamma_{2}}\right|=876$. Figure 1b portrays heat-maps of the leading eigenfunctions of $\mathcal{A}^{\star}$ with learned coefficients. We refer interested readers to (Hou et al., 2021) for a discussion of the practical benefits of sparsification and the role of $\gamma$.

### 9.2. One-Dimensional Ornstein-Uhlenbeck Process

Consider a one-dimensional Ornstein-Uhlenbeck process defined by the SDE

$$
\mathrm{d} X_{t}=-\alpha D X_{t} \mathrm{~d} t+\sqrt{2 D} \mathrm{~d} B_{t}
$$

with $\alpha=4, D=\frac{1}{4}$. With explicit knowledge of the drift and diffusion coefficients, we first create a dataset $\mathcal{D}$ from 10 trajectories with 5000 evaluations each using sampling interval $\tau=0.1 \mathrm{~s}$. The evolution was accomplished through 100 steps of the Euler-Maruyama method (Higham, 2001) with a time-step of $10^{-3}$. We then form a sub-sample by choosing $m=50$ and $s=100$ for each trajectory. Using Gaussian kernel $\kappa\left(x_{1}, x_{2}\right)=\exp \left(-\left\|x_{1}-x_{2}\right\|_{2}^{2} /\left(2 \times 0.6^{2}\right)\right)$, and setting $\gamma=0.999^{2}$, we obtain $\mathcal{D}_{\gamma}$ which contains 48 samples. Figure 2 shows the leading eigenfunctions of sparse estimates of $\mathcal{A}, \mathcal{A}^{\star}$


Figure 2: Leading eigenfunctions $\varphi$ of sparse empirical estimates of $\mathcal{A}, \mathcal{A}^{\star}$ with (solid line)/ without (dashed line) explicit knowledge of drift and diffusion coefficients corresponding to eigenvalues $\lambda=0($ ) , $-1($ ( $),-2(-)$, $-3($ —).

When the drift and diffusion coefficients are unknown, we first sample 200 initial points uniformly distributed over
$[-2,2]$, then collect 10,000 points along each trajectory with sampling interval 0.1 s . We next create a sub-sample of size 20,000 with $m=100, s=100$ for each trajectory. $\mathcal{D}_{2}$ is chosen to be the same dataset as $\mathcal{D}$ described in the previous paragraph. A Gaussian kernel $\kappa\left(x_{1}, x_{2}\right)=\exp \left(-\left\|x_{1}-x_{2}\right\|_{2}^{2} /\left(2 \times 0.6^{2}\right)\right)$ is used. With $\gamma_{1}=0.999, \gamma_{2}=0.9999^{2}$, we obtain $\left|\mathcal{D}_{\gamma_{1}}\right|=1325$ and $\left|\mathcal{D}_{\gamma_{2}}\right|=106$. The first 4 eigenfunctions of $\mathcal{A}$ and $\mathcal{A}^{\star}$ are shown in Figure 2

### 9.3. A Two-Dimensional Quadruple-Well

Consider the SDE for the quadruple-well dynamics,

$$
\mathrm{d} X_{t}=-\nabla V\left(X_{t}\right) \mathrm{d} t+\sqrt{2 \beta^{-1}} \mathrm{~d} B_{t}
$$

with $x=\left[x_{1}, x_{2}\right], V(x)=\left(x_{1}^{2}-1\right)^{2}+\left(x_{2}^{2}-1\right)^{2}$ and $\beta=4$. As illustrated in Figure 3a, a trajectory will stay within one of the four potential wells, while rare transitions happen as "jumps" between four metastable sets.


Figure 3: (a) Potential landscape and one trajectory of the quadruple-well dynamics; (b),(c) four metastable set obtained from leading eigenfunctions of sparse $\mathcal{A}^{\star}$ with (middle)/ without (right) explicit knowledge of drift and diffusion terms.

We first approximate $\mathcal{A}^{\star}$ and its leading eigenfunctions with explicit knowledge of drift and diffusion. $\mathcal{D}$ consists of samples on $[-2,2] \times[-2,2]$ collected from 600 trajectories with 20 evolutions along each with sampling interval $\tau=0.1 \mathrm{~s}$. A sub-sample is then constructed with $m=2, s=10$ for each trajectory. We use $\kappa\left(x_{1}, x_{2}\right)=$ $\exp \left(-\left\|x_{1}-x_{2}\right\|_{2}^{2} /\left(2 \times 0.2^{2}\right)\right)$. With $\gamma=0.81$, we get $\left|\mathcal{D}_{\gamma}\right|=604$. Since the spectrum encodes state space connectivity information, we then apply k-means clustering techniques to dominant eigenfunctions (Froyland et al., 2019) to locate metastable sets which are shown in Figure 3b

Next, we consider the case when neither drift nor diffusion coefficients are known. We create $\mathcal{D}_{1}$ by first collecting from 1200 trajectories with 5,000 evaluations each with sampling interval $\tau=0.1 \mathrm{~s}$. We then construct a sub-sample of size 120,000 with $m=100, s=50$ for each trajectory. We utilize $\mathcal{D}$ described in the previous paragraph as $\mathcal{D}_{2}$. Using the same kernel functions with $\gamma_{1}=0.8, \gamma_{2}=0.81$, we obtain $\mathcal{D}_{\gamma_{1}}, \mathcal{D}_{\gamma_{2}}$ with $\left|\mathcal{D}_{\gamma_{1}}\right|=7484$ and $\left|\mathcal{D}_{\gamma_{2}}\right|=594$. The resulting four metastable sets are shown in Figure 3 c .

Remark 1. In our numerical experiments, Assumption 3 on the closedness of RKHS under the action of the system dynamics is challenging to verify. It possibly does not hold with Gaussian kernels (see discussions in Klebanov et al. (2020); Park \& Muandet (2020)). Yet, the results demonstrate that, as a computational method, sparse learning of CME performs well, even when the assumptions made for the theoretical analyses are violated. On a related note, notice that the Ornstein-Uhlenbeck process has a stationary distribution, and its stationary variant is $\beta$-mixing, according to Meyn \& Tweedie (1993), Jongbloed et al. (2005, Section 3). By contrast, the Duffing oscillator has two stable equilibrium points with two different regions of attraction, indicating that Assumption 2 does not hold. Yet, sparse estimates of transfer operators/generators provide efficient computational techniques to analyze dynamical system properties.

## 10. Conclusions

In this paper, we have provided sample complexity bounds for approximations of transfer operators from data that is sparsified and collected from trajectories. We have rigorously defined and characterized the generators of transfer operators for continuous-time Markov processes using partial derivatives of kernel functions and covariance-type operators. Then, we have provided sample complexity bounds for approximating these generators. Numerical experiments confirmed the effectiveness of our approach.

An interesting direction for future work is the study of generators of transfer operators for controlled diffusion processes. Particularly, for continuous-time Markov decision processes, we plan to approximate PF generators parameterized by control policies to ultimately approximate solutions of Hamil-ton-Jacobi-Bellman equations in an RKHS. We also plan to extend our approach to tackle the online streaming setting where samples are collected sequentially, possibly in a decentralized fashion by multiple agents.
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## A. Proof of Theorem 1

Triangle inequality and elementary algebra gives

$$
\begin{align*}
\left\|\widehat{\mathcal{P}}_{\varepsilon}-\mathcal{P}_{\varepsilon}\right\| & \leq\left\|\widehat{C}_{X^{+} X}\left(\widehat{C}_{X X}+\varepsilon \mathrm{id}\right)^{-1}-C_{X+X}\left(\widehat{C}_{X X}+\varepsilon \mathrm{id}\right)^{-1}\right\| \\
& +\left\|C_{X+X}\left(\widehat{C}_{X X}+\varepsilon \mathrm{id}\right)^{-1}-C_{X^{+} X}\left(C_{X X}+\varepsilon \mathrm{id}\right)^{-1}\right\|  \tag{39}\\
& =\left\|\left(\widehat{C}_{X^{+} X}-C_{X^{+} X}\right)\left(\widehat{C}_{X X}+\varepsilon \mathrm{id}\right)^{-1}\right\| \\
& +\left\|C_{X+X}\left[\left(\widehat{C}_{X X}+\varepsilon \mathrm{id}\right)^{-1}-\left(C_{X X}+\varepsilon \mathrm{id}\right)^{-1}\right]\right\|
\end{align*}
$$

Call the two norms in the last line as $Z_{1}$ and $Z_{2}$, respectively. We now bound $Z_{1}$ and $Z_{2}$ separately. Denote by $\|\cdot\|_{\mathrm{HS}}$, the Hilbert-Schmidt norm of a bounded linear operator. We upper bound $Z_{1}$ as

$$
\begin{align*}
& Z_{1} \stackrel{(a)}{\leq}\left\|\widehat{C}_{X+X}-C_{X+X}\right\|\left\|\left(\widehat{C}_{X X}+\varepsilon \mathrm{id}\right)^{-1}\right\| \\
& \quad \stackrel{(b)}{\leq}\left\|\widehat{C}_{X+X}-C_{X+X}\right\|_{\mathrm{HS}}\left\|\left(\widehat{C}_{X X}+\varepsilon \mathrm{id}\right)^{-1}\right\|  \tag{40}\\
& \quad \begin{array}{l}
\text { (c) } \\
\leq \\
\varepsilon
\end{array}\left\|\widehat{C}_{X^{+} X}-C_{X+X}\right\|_{\mathrm{HS}} .
\end{align*}
$$

Here, (a) follows from the submultiplicative nature of the operator norm. Inequality (b) follows from the fact that the operator norm is dominated by the Hilbert-Schmidt norm. To get (c), note the the covariance operator $C_{X X}$ and its empirical estimate $\widehat{C}_{X X}$ are positive semi-definite ${ }^{4}$ and self-adjoint, where the latter property implies that the operator norm coincides with their spectral radius, thus we have

$$
\begin{equation*}
\left\|\left(\widehat{C}_{X X}+\varepsilon \mathrm{id}\right)^{-1}\right\| \leq \frac{1}{\varepsilon} \tag{41}
\end{equation*}
$$

Proceeding similarly, we bound $Z_{2}$ as

$$
\begin{align*}
Z_{2} & \leq\left\|C_{X+X}\right\|\left\|\left(\widehat{C}_{X X}+\varepsilon \mathrm{id}\right)^{-1}-\left(C_{X X}+\varepsilon \mathrm{id}\right)^{-1}\right\| \\
& =\left\|C_{X+X}\right\| \times\left\|\left(\widehat{C}_{X X}+\varepsilon \mathrm{id}\right)^{-1}\left(C_{X X}-\widehat{C}_{X X}\right)\left(C_{X X}+\varepsilon \mathrm{id}\right)^{-1}\right\|  \tag{42}\\
& \leq \frac{1}{\varepsilon^{2}}\left\|C_{X+X}\right\|\left\|C_{X X}-\widehat{C}_{X X}\right\| \\
& \leq \frac{1}{\varepsilon^{2}}\left\|C_{X+X}\right\|\left\|C_{X X}-\widehat{C}_{X X}\right\|_{\mathrm{HS}}
\end{align*}
$$

Here, the second last line follows from using the relation 41) and its counterpart with $\widehat{C}_{X X}$ replaced by $C_{X X}$. Utilizing (40) and 42) in (39), we get

$$
\begin{equation*}
\left\|\widehat{\mathcal{P}}_{\varepsilon}-\mathcal{P}_{\varepsilon}\right\| \leq \frac{1}{\varepsilon}\left\|\widehat{C}_{X^{+} X}-C_{X+X}\right\|_{\mathrm{HS}}+\frac{1}{\varepsilon^{2}}\left\|C_{X^{+} X}\right\|\left\|C_{X X}-\widehat{C}_{X X}\right\|_{\mathrm{HS}} \tag{43}
\end{equation*}
$$

Define the non-sparse empirical estimates of the covariance and cross-covariance operators as

$$
\begin{equation*}
\widetilde{C}_{X X}:=\frac{1}{M} \sum_{i=1}^{M} \varphi\left(x_{i}, x_{i}\right), \quad \widetilde{C}_{X+X}:=\frac{1}{M} \sum_{i=1}^{M} \varphi\left(x_{i}^{+}, x_{i}\right) \tag{44}
\end{equation*}
$$

[^3]Using triangle inequality, we get

$$
\begin{equation*}
\left\|\widehat{C}_{X+X}-C_{X+X}\right\|_{\mathrm{HS}} \leq\left\|\widetilde{C}_{X+X}-C_{X+X}\right\|_{\mathrm{HS}}+\left\|\widehat{C}_{X+X}-\widetilde{C}_{X+X}\right\|_{\mathrm{HS}} \tag{45}
\end{equation*}
$$

The same holds for $C_{X X}, \widehat{C}_{X X}$ and $\widetilde{C}_{X X}$. The rest of the proof bounds the two terms on the right-hand-side of (45).
First, note that the HS norm of a (cross) covariance operator from $\mathcal{H}$ to $\mathcal{H}$ is equal to the $\mathcal{H}_{\otimes}$-norm of the operator viewed as an element in tensor product Hilbert space $\mathcal{H}_{\otimes}$ Fukumizu et al. (2007. Lemma 4):

$$
\begin{equation*}
\left\|C_{X+X}\right\|_{\mathrm{HS}}^{2}=\left\|\mathbb{E}_{X+X}\left[\kappa\left(\cdot, X^{+}\right) \kappa(\cdot, X)\right]\right\|_{\mathcal{H}_{\otimes}}^{2} \tag{46}
\end{equation*}
$$

Moreover, recall that $C_{X^{+}}$and $C_{X X}$ are the embeddings of $\mathbb{P}\left(X, X^{+}\right)$and its marginal $\mathbb{P}_{X}$ in $\mathcal{H}_{\otimes}$. Under Assumption 1 . we have

$$
\sup _{x} \kappa^{2}(x, x) \leq\left(\sup _{x} \kappa(x, x)\right)\left(\sup _{x} \kappa(x, x)\right) \leq B_{\kappa}^{2}<\infty
$$

Together with Muandet et al. (2016, Theorem 3.4), we bound the first term on the right-hand-side of (45) as

$$
\begin{equation*}
\left\|\widetilde{C}_{X^{+} X}-C_{X^{+} X}\right\|_{\mathrm{HS}} \leq B_{\kappa} / \sqrt{M}(1+\sqrt{2 \log (1 / \delta)}) \tag{47}
\end{equation*}
$$

with probability at least $1-\delta$. The same bound applies to $\widetilde{C}_{X X}-C_{X X}$. For bounding the second term on the right-hand side of (45), we introduce additional notation. Recalling that $\mathcal{I}$ is the set of indices among $\mathcal{D}$ that are present in $\mathcal{D}_{\gamma}$, let $\Pi_{\mathcal{D}_{\gamma}}$ be the (linear) projection operator on the closed subspace $\left\{\varphi\left(x_{i}^{+}, x_{i}\right): i \in \mathcal{I}\right\}$ of $\mathcal{H}_{\otimes}$. Then, we have

$$
\begin{align*}
\left\|\widehat{C}_{X^{+} X}-\widetilde{C}_{X^{+} X}\right\|_{\mathrm{HS}} & =\left\|\frac{1}{M} \sum_{i=1}^{M}\left(\mathrm{id}-\Pi_{\mathcal{D}_{\gamma}}\right) \varphi\left(x_{i}^{+}, x_{i}\right)\right\|_{\mathcal{H}_{\otimes}} \\
& \leq \sum_{i=1}^{M} \frac{1}{M}\left\|\varphi\left(x_{i}^{+}, x_{i}\right)-\Pi_{\mathcal{D}_{\gamma}} \varphi\left(x_{i}^{+}, x_{i}\right)\right\|_{\mathcal{H}_{\otimes}}  \tag{48}\\
& =\frac{1}{M} \sum_{i \notin \mathcal{I}}\left\|\varphi\left(x_{i}^{+}, x_{i}\right)-\Pi_{\mathcal{D}_{\gamma}} \varphi\left(x_{i}^{+}, x_{i}\right)\right\|_{\mathcal{H}_{\otimes}}
\end{align*}
$$

Pythagoras' theorem gives

$$
\begin{equation*}
\left\|\varphi\left(x_{i}^{+}, x_{i}\right)-\Pi_{\mathcal{D}_{\gamma}} \varphi\left(x_{i}^{+}, x_{i}\right)\right\|_{\mathcal{H}_{\otimes}}^{2}=\underbrace{\left\|\varphi\left(x_{i}^{+}, x_{i}\right)\right\|_{\mathcal{H}_{\otimes}}^{2}}_{T_{1}}-\underbrace{\left\|\Pi_{\mathcal{D}_{\gamma}} \varphi\left(x_{i}^{+}, x_{i}\right)\right\|_{\mathcal{H}_{\otimes}}^{2}}_{T_{2}}, \tag{49}
\end{equation*}
$$

where $T_{1} \leq B_{\kappa}^{2}$. From the coherence condition (11), we have

$$
\begin{equation*}
\frac{\left|\kappa_{\otimes}\left(\left(x_{i}^{+}, x_{i}\right),\left(x_{j}^{+}, x_{j}\right)\right)\right|}{\sqrt{\kappa_{\otimes}\left(\left(x_{i}^{+}, x_{i}\right),\left(x_{i}^{+}, x_{i}\right)\right) \kappa_{\otimes}\left(\left(x_{j}^{+}, x_{j}\right),\left(x_{j}^{+}, x_{j}\right)\right)}} \leq \frac{\left|\kappa\left(x_{i}^{+}, x_{j}^{+}\right)\right|}{\sqrt{\kappa\left(x_{i}^{+}, x_{i}^{+}\right) \kappa\left(x_{j}^{+}, x_{j}^{+}\right)}} \frac{\left|\kappa\left(x_{i}, x_{j}\right)\right|}{\sqrt{\kappa\left(x_{i}, x_{i}\right) \kappa\left(x_{j}, x_{j}\right)}} \leq \gamma \tag{50}
\end{equation*}
$$

for each pair $(i, j)$ such that $\left(x_{i}, x_{i}^{+}\right)$and $\left(x_{j}, x_{j}^{+}\right)$are in $\mathcal{D}_{\gamma}$. Thus we can bound $T_{2}$ from below as

$$
\begin{align*}
\left\|\Pi_{\mathcal{D}_{\gamma}} \varphi\left(x_{i}^{+}, x_{i}\right)\right\| & =\max _{\alpha}\left\langle\frac{\sum_{j \in \mathcal{I}} \alpha_{j} \varphi\left(x_{j}^{+}, x_{j}\right)}{\left\|\sum_{j \in \mathcal{I}} \alpha_{j} \varphi\left(x_{j}^{+}, x_{j}\right)\right\|_{H_{\otimes}}}, \varphi\left(x_{i}^{+}, x_{i}\right)\right\rangle_{\mathcal{H}_{\otimes}} \\
& =\max _{\alpha} \frac{\sum_{j \in \mathcal{I}} \alpha_{j} \kappa_{\otimes}\left(\left(x_{i}^{+}, x_{i}\right),\left(x_{j}^{+}, x_{j}\right)\right)}{\left\|\sum_{j \in \mathcal{I}} \alpha_{j} \varphi\left(x_{j}^{+}, x_{j}\right)\right\|_{H_{\otimes}}} \\
& \stackrel{(a)}{\geq} \max _{q \in \mathcal{I}} \frac{\left|\kappa_{\otimes}\left(\left(x_{i}^{+}, x_{i}\right),\left(x_{q}^{+}, x_{q}\right)\right)\right|}{\sqrt{\kappa_{\otimes}\left(\left(x_{q}^{+}, x_{q}\right),\left(x_{q}^{+}, x_{q}\right)\right)}}  \tag{51}\\
& \geq \sqrt{\iota_{\otimes}\left(\left(x_{i}^{+}, x_{i}\right),\left(x_{i}^{+}, x_{i}\right)\right)}
\end{align*}
$$

where (a) results from a specific choice of coefficients. Specifically, it is obtained with $\alpha_{j}=0$ for each $j \in \mathcal{I}$, expect for a single index $q$ with $\alpha_{q}= \pm 1$, depending on the sign of $\kappa_{\otimes}\left(\left(x_{i}^{+}, x_{i}\right),\left(x_{q}^{+}, x_{q}\right)\right)$. From the violation of the coherence condition (11), we obtain (b). Combining the bounds on $T_{1}$ and $T_{2}$ in 49, we get

$$
\begin{align*}
\left\|\varphi\left(x_{i}^{+}, x_{i}\right)-\Pi_{\mathcal{D}_{\gamma}} \varphi\left(x_{i}^{+}, x_{i}\right)\right\|^{2} & \leq \kappa_{\otimes}\left(\left(x_{i}^{+}, x_{i}\right),\left(x_{i}^{+}, x_{i}\right)\right)\left(1-\gamma^{2}\right)  \tag{52}\\
& \leq B_{\kappa}^{2}\left(1-\gamma^{2}\right)
\end{align*}
$$

Utilizing this bound in 48, we get

$$
\begin{equation*}
\left\|\widehat{C}_{X+X}-\widetilde{C}_{X+X}\right\|_{\mathrm{HS}} \leq\left(1-\frac{\left|\mathcal{D}_{\gamma}\right|}{M}\right) B_{\kappa} \sqrt{1-\gamma^{2}} \tag{53}
\end{equation*}
$$

Combining (47) and (53) in (45), we obtain

$$
\begin{equation*}
\left\|\widehat{C}_{X+X}-C_{X+X}\right\|_{\mathrm{HS}} \leq B_{\kappa} \psi_{1}(M, \gamma ; \delta) \tag{54}
\end{equation*}
$$

with probability $\geq 1-\delta$. The same bound applies to the sparse approximation $\widehat{C}_{X X}$ of $C_{X X}$. We then split the failure probability $\delta$ evenly between the cross covariance and covariance estimations, and use union bound to obtain the required result as

$$
\begin{equation*}
\left\|\widehat{\mathcal{P}}_{\varepsilon}-\mathcal{P}_{\varepsilon}\right\| \leq B_{\kappa} \psi_{1}(M, \gamma ; \delta / 2)\left(\frac{1}{\varepsilon}+\frac{\left\|C_{X}+X\right\|}{\varepsilon^{2}}\right) \tag{55}
\end{equation*}
$$

## B. Proof of Theorem 2

Consider two points $\left(x^{+}, x\right)$ and $\left(x^{\prime+}, x^{\prime}\right)$ in $\mathcal{D}_{\gamma}$. Then, we have

$$
\begin{align*}
\left\|\varphi\left(x^{+}, x\right)-\varphi\left(x^{\prime+}, x^{\prime}\right)\right\|_{\mathcal{H} \otimes}^{2}= & \kappa_{\otimes}\left(\left(x^{+}, x\right),\left(x^{+}, x\right)\right)+\kappa_{\otimes}\left(\left(x^{\prime+}, x^{\prime}\right),\left(x^{\prime+}, x^{\prime}\right)\right)-2 \kappa_{\otimes}\left(\left(x^{+}, x\right),\left(x^{\prime+}, x^{\prime}\right)\right) \\
\geq & \kappa_{\otimes}\left(\left(x^{+}, x\right),\left(x^{+}, x\right)\right)+\kappa_{\otimes}\left(\left(x^{\prime+}, x^{\prime}\right),\left(x^{\prime+}, x^{\prime}\right)\right)  \tag{56}\\
& -2 \gamma \sqrt{\kappa_{\otimes}\left(\left(x^{+}, x\right),\left(x^{+}, x\right)\right) \kappa_{\otimes}\left(\left(x^{\prime+}, x^{\prime}\right),\left(x^{\prime+}, x^{\prime}\right)\right)} \\
\geq & 2 B_{\kappa}^{\prime 2}-2 \gamma B_{\kappa}^{2}
\end{align*}
$$

That is, $\gamma$-coherent points in $\mathcal{D}_{\gamma}$ define two points in the image $\varphi(\mathbb{K} \times \mathbb{K})$ of the continuous feature map $\varphi$ of the product kernel, i.e., $\left\{\varphi\left(x_{i}^{+}, x_{i}\right):\left(x_{i}^{+}, x_{i}\right) \in \mathbb{K} \times \mathbb{K}\right\}$, that are at least $\sqrt{2 B_{\kappa}^{\prime 2}-2 \gamma B_{\kappa}^{2}}$-separated. The image of a compact set under a continuous map is compact, and hence, $\varphi(\mathbb{K} \times \mathbb{K})$ is compact. Consequently, this set admits a finite covering and packing number ${ }^{5}$ with balls of radius $\sqrt{2 B_{\kappa}^{\prime 2}-2 \gamma B_{\kappa}^{2}}$. This packing number bounds $\mathcal{D}_{\gamma}$ from above. The logarithm of the packing number scales linearly with the dimension of the space, according to (Anthony et al. 1999). Then, the rest follows from $\operatorname{dim}(\mathbb{K} \times \mathbb{K})=2 n$.

## C. Proof of Theorem 3

Our derivation makes use of the following lemma based on Yu (1994, Corollary 2.7).
Lemma 2. Kuznetsov \& Mohri (2014 Proposition 2) Let $\left\{X_{t}\right\}_{t \in \mathbb{T}}$ be a $\beta$-mixing stochastic process on a filtered probability space $\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{T}}, \mathbb{P}\right)$ where $X_{t}$ is $\mathcal{F}_{t}$-adapted and takes values on $\mathbb{X} \subseteq \mathbb{R}^{n}$ and $\Pi$ a stationary distribution. Let $X^{s}(m)$ be an m-length sequence, sampled s time-points apart, and $X^{\Pi}(m)$ be an m-length sequence of i.i.d. samples drawn from $\Pi$. Then, a Borel measurable function $g: \mathbb{X}^{m} \rightarrow \mathbb{R}$ with $M_{1} \leq g(x) \leq M_{2}$ for all $x \in \mathbb{X}^{m}$, satisfies

$$
\begin{equation*}
\left|\mathbb{E}\left[g\left(X^{\Pi}(m)\right)\right]-\mathbb{E}\left[g\left(X^{s}(m)\right)\right]\right| \leq\left(M_{2}-M_{1}\right) m \beta(s) \tag{57}
\end{equation*}
$$

We now utilize this lemma to establish the required result. Let $\widetilde{\mu}\left(X^{\Pi}(m)\right)$ be the KME estimator constructed from an $m$-length i.i.d. sequence $X^{\Pi}(m)=\left(X_{1}^{\Pi}, \ldots, X_{m}^{\Pi}\right)$, given by

$$
\begin{equation*}
\widetilde{\mu}\left(X^{\Pi}(m)\right)=\frac{1}{m} \sum_{j=1}^{m} \kappa\left(X_{j}^{\Pi}, \cdot\right) \tag{58}
\end{equation*}
$$

In the rest of the proof, we drop the dependency of $X^{s}$ and $X^{\Pi}$ on $m$ for notational simplicity. For an $m$-length sequence $Y$, define a real-valued function $g: \mathbb{X}^{m} \rightarrow\{0,1\}$ as

$$
\begin{equation*}
g(Y):=\mathbb{1}_{\left\{\|\widetilde{\mu}(Y)-\mu\|_{\mathcal{H}}-\mathbb{E}\left\|\widetilde{\mu}\left(X^{\Pi}\right)-\mu\right\|_{\mathcal{H}}>\epsilon\right\}} \tag{59}
\end{equation*}
$$

where $\mathbb{1}_{\{\cdot\}}$ denotes the indicator function. Lemma 2 applied to $g$ gives

$$
\begin{equation*}
\mathbb{P}\left\{\left\|\widetilde{\mu}\left(X^{s}\right)-\mu\right\|_{\mathcal{H}}-\mathbb{E}\left\|\widetilde{\mu}\left(X^{\Pi}\right)-\mu\right\|_{\mathcal{H}}>\epsilon\right\} \leq m \beta(s)+\mathbb{P}\left\{\left\|\widetilde{\mu}\left(X^{\Pi}\right)-\mu\right\|_{\mathcal{H}}-\mathbb{E}\left\|\widetilde{\mu}\left(X^{\Pi}\right)-\mu\right\|_{\mathcal{H}}>\epsilon\right\} . \tag{60}
\end{equation*}
$$

We now bound the second term on the right hand side of the above inequality. To that end, notice that

$$
\begin{align*}
\left\|\widetilde{\mu}\left(X^{\Pi}\right)-\mu\right\|_{\mathcal{H}} & =\sup _{\|f\|_{\mathcal{H}} \leq 1}\left\langle f, \widetilde{\mu}\left(X^{\Pi}\right)-\mu\right\rangle \\
& =\sup _{\|f\|_{\mathcal{H}} \leq 1}\left(\frac{1}{m} \sum_{i=1}^{m} f\left(X_{i}^{\Pi}\right)-\mathbb{E}[f(X)]\right), \tag{61}
\end{align*}
$$

where $X \sim \Pi$. Under Assumption 1, we have

$$
\begin{align*}
|f(x)|^{2} & =\left|\langle f, \kappa(\cdot, x)\rangle_{\mathcal{H}}\right|^{2} \\
& \leq\|\kappa(\cdot, x)\|_{\mathcal{H}}^{2}\|f\|_{\mathcal{H}}^{2} \\
& =\langle\kappa(\cdot, x), \kappa(\cdot, x)\rangle_{\mathcal{H}}\|f\|_{\mathcal{H}}^{2}  \tag{62}\\
& =\kappa(x, x)\|f\|_{\mathcal{H}}^{2} \\
& \leq B_{\kappa}
\end{align*}
$$

for all $f \in \mathcal{H}$ with $\|f\|_{\mathcal{H}} \leq 1$ and $x \in \mathbb{X}$, which implies

$$
\begin{equation*}
|f(x)| \leq \sqrt{B_{\kappa}} \tag{63}
\end{equation*}
$$

[^4]Now consider an $m$-length sequence $\widetilde{X}^{\Pi}$ that is identical to $X^{\Pi}$, except at the $i$-th position, where $X_{i}^{\Pi}$ is replaced by an independently drawn sample from $\Pi$. The sequences $X^{\Pi}$ and $\widetilde{X}^{\Pi}$, according to (61) and (63), satisfy

$$
\begin{equation*}
\left|\left\|\widetilde{\mu}\left(X^{\Pi}\right)-\mu\right\|_{\mathcal{H}}-\left\|\widetilde{\mu}\left(\widetilde{X}^{\Pi}\right)-\mu\right\|_{\mathcal{H}}\right| \leq \frac{2}{m} \sqrt{B_{\kappa}} \tag{64}
\end{equation*}
$$

This bounded difference property allows us to apply McDiarmid's inequality to infer

$$
\begin{align*}
\mathbb{P}\left\{\left\|\widetilde{\mu}\left(X^{\Pi}\right)-\mu\right\|_{\mathcal{H}}-\mathbb{E}\left\|\widetilde{\mu}\left(X^{\Pi}\right)-\mu\right\|_{\mathcal{H}}>\epsilon\right\} & \leq \exp \left(\frac{-2 \epsilon^{2}}{m\left(2 \sqrt{B_{\kappa}} / m\right)^{2}}\right) \\
& =\exp \left(\frac{-m \epsilon^{2}}{2 B_{\kappa}}\right) \tag{65}
\end{align*}
$$

Combining (60) and (65), we conclude

$$
\mathbb{P}\left\{\left\|\widetilde{\mu}\left(X^{s}\right)-\mu\right\|_{\mathcal{H}}-\mathbb{E}\left\|\widetilde{\mu}\left(X^{\Pi}\right)-\mu\right\|_{\mathcal{H}}>\epsilon\right\} \leq m \beta(s)+\exp \left(\frac{-m \epsilon^{2}}{2 B_{\kappa}}\right)
$$

In other words, we have

$$
\begin{equation*}
\left\|\widetilde{\mu}\left(X^{s}\right)-\mu\right\|_{\mathcal{H}} \leq \mathbb{E}\left\|\widetilde{\mu}\left(X^{\Pi}\right)-\mu\right\|_{\mathcal{H}}+\sqrt{\frac{2 B_{\kappa}}{m} \log (\delta-m \beta(s))^{-1}} \tag{66}
\end{equation*}
$$

with probability at least $1-\delta$ for any $\delta \in(m \beta(s), 1)$. The rest follows from bounding the first term on the right hand side of (66) as

$$
\begin{equation*}
\mathbb{E}\left\|\widetilde{\mu}\left(X^{\Pi}\right)-\mu\right\|_{\mathcal{H}} \leq \sqrt{B_{\kappa} / m} \tag{67}
\end{equation*}
$$

from Tolstikhin et al. (2017, Equation (47)).

## D. Proof of Theorem 5

Assumption 3 guarantees that $\mathbb{E}\left[f\left(X_{t}\right) \mid X=\cdot\right] \in \mathcal{H}$ for all $f \in \mathcal{H}, t \in \mathbb{T}$, implying that $\mathcal{P}_{t}=C_{t} C_{0}^{-1}$. For a uniformly continuous semigroup on $\mathcal{H}$, its generator $\mathcal{A}$ becomes a bounded linear operator on $\mathcal{H}$, and thus, $\mathbb{D}(\mathcal{A})=\mathcal{H}$, according to (Vrabie, 2003). We show uniform continuity in two steps. First, we prove that $\lim _{t \downarrow 0}\left\|C_{t}-C_{0}\right\|_{\mathrm{HS}}=0$, and second, we utilize that limit to argue uniform continuity.

- Proving $\lim _{t \downarrow 0}\left\|C_{t}-C_{0}\right\|_{\mathrm{HS}}=0$. Towards that goal, notice that

$$
\begin{align*}
\left\|C_{t}-C_{0}\right\|_{\mathrm{HS}} & =\left\|\mathbb{E}\left[\phi\left(X_{t}\right) \otimes \phi\left(X_{0}\right)\right]-\mathbb{E}\left[\phi\left(X_{0}\right) \otimes \phi\left(X_{0}\right)\right]\right\|_{\mathrm{HS}} \\
& =\left\|\mathbb{E}\left[\mathbb{E}\left[\phi\left(X_{t}\right) \otimes \phi\left(X_{0}\right) \mid X_{0}\right]-\phi\left(X_{0}\right) \otimes \phi\left(X_{0}\right)\right]\right\|_{\mathrm{HS}}  \tag{68}\\
& \leq \mathbb{E}[\underbrace{\left\|\mathbb{E}\left[\phi\left(X_{t}\right) \otimes \phi\left(X_{0}\right) \mid X_{0}\right]-\phi\left(X_{0}\right) \otimes \phi\left(X_{0}\right)\right\|_{\mathrm{HS}}}_{\mathcal{T}_{t}}]
\end{align*}
$$

where the above derivation utilizes the tower property and Jensen's inequality. In the following, we show that $\lim _{t \downarrow 0} \mathcal{T}_{t}=0$.

To that end, let $X_{t}^{\prime}$ be an independent copy of $X_{t}$ given $X_{0}$. Then, we have

$$
\begin{align*}
\left(\mathcal{T}_{t}\right)^{2}= & \left\|\mathbb{E}\left[\phi\left(X_{t}\right) \otimes \phi\left(X_{0}\right) \mid X_{0}\right]-\phi\left(X_{0}\right) \otimes \phi\left(X_{0}\right)\right\|_{\mathrm{HS}}^{2} \\
= & \left\langle\mathbb{E}\left[\phi\left(X_{t}\right) \otimes \phi\left(X_{0}\right) \mid X_{0}\right]-\phi\left(X_{0}\right) \otimes \phi\left(X_{0}\right), \mathbb{E}\left[\phi\left(X_{t}^{\prime}\right) \otimes \phi\left(X_{0}\right) \mid X_{0}\right]-\phi\left(X_{0}\right) \otimes \phi\left(X_{0}\right)\right\rangle_{\mathrm{HS}} \\
= & \underbrace{\left\langle\mathbb{E}\left[\phi\left(X_{t}\right) \otimes \phi\left(X_{0}\right) \mid X_{0}\right], \mathbb{E}\left[\phi\left(X_{t}^{\prime}\right) \otimes \phi\left(X_{0}\right) \mid X_{0}\right]\right\rangle_{\mathrm{HS}}}_{\mathcal{T}_{t}^{(1)}}  \tag{69}\\
& -2 \underbrace{\left\langle\mathbb{E}\left[\phi\left(X_{t}\right) \otimes \phi\left(X_{0}\right) \mid X_{0}\right], \phi\left(X_{0}\right) \otimes \phi\left(X_{0}\right)\right\rangle_{\mathrm{HS}}}_{\mathcal{T}_{t}^{(2)}} \\
& +\underbrace{\left\langle\phi\left(X_{0}\right) \otimes \phi\left(X_{0}\right), \phi\left(X_{0}\right) \otimes \phi\left(X_{0}\right)\right\rangle_{\mathrm{HS}}}_{\mathcal{T}_{t}^{(3)}},
\end{align*}
$$

with the inner product in the Hilbert-Schmidt space defined in Gretton (2015). Denote the conditional expectation of $X_{t}$, $X_{t}^{\prime}$, and $\left(X_{t}, X_{t}^{\prime}\right)$ given $X_{0}$ by $\underset{\left(X_{t} \mid X_{0}\right)}{\mathbb{E}}, \underset{\left(X_{t}^{\prime} \mid X_{0}\right)}{\mathbb{E}}$, and $\underset{\left(X_{t}, X_{t}^{\prime} \mid X_{0}\right)}{\mathbb{E}}$ respectively. Then, we have

$$
\begin{align*}
\mathcal{T}_{t}^{(1)} & \stackrel{(a)}{=} \underset{\left(X_{t} \mid X_{0}\right)\left(X_{t}^{\prime} \mid X_{0}\right)}{\mathbb{E}}\left[\left\langle\phi\left(X_{t}\right) \otimes \phi\left(X_{0}\right), \phi\left(X_{t}^{\prime}\right) \otimes \phi\left(X_{0}\right)\right\rangle_{\mathrm{HS}}\right] \\
& \stackrel{(b)}{=} \underset{\left(X_{t} \mid X_{0}\right)\left(X_{t}^{\prime} \mid X_{0}\right)}{\mathbb{E}}\left[\left\langle\phi\left(X_{t}\right), \phi\left(X_{t}^{\prime}\right)\right\rangle_{\mathcal{H}}\left\langle\phi\left(X_{0}\right), \phi\left(X_{0}\right)\right\rangle_{\mathcal{H}}\right] \\
& \stackrel{(c)}{=} \underset{\left(X_{t} \mid X_{0}\right)\left(X_{t}^{\prime} \mid X_{0}\right)}{\mathbb{E}} \underset{\mathbb{E}}{\mathbb{E}}\left[\kappa\left(X_{t}, X_{t}^{\prime}\right) \kappa\left(X_{0}, X_{0}\right)\right]  \tag{70}\\
& \stackrel{(d)}{=} \kappa\left(X_{0}, X_{0}\right) \underset{\left(X_{t}, X_{t}^{\prime} \mid X_{0}\right)}{\mathbb{E}}\left[\kappa\left(X_{t}, X_{t}^{\prime}\right) \mid X_{0}\right],
\end{align*}
$$

where (a) follows from the linearity of the (conditional) expectations and the inner product. Equality (b) follows from the definition of the inner product in $\mathcal{H}_{\otimes}$ and $\operatorname{HS}(\mathcal{H})$. Equality (c) follows from the reproducing property of $\mathcal{H}$, and (d) follows from measurability of $\kappa$ and the fact that $X_{t}$ and $X_{t}^{\prime}$ are independent conditioned on $X_{0}$. Proceeding similarly with $\mathcal{T}_{t}^{(2)}$, we obtain

$$
\begin{align*}
\mathcal{T}_{t}^{(2)} & =\underset{\left(X_{t} \mid X_{0}\right)}{\mathbb{E}}\left[\left\langle\phi\left(X_{t}\right) \otimes \phi\left(X_{0}\right), \phi\left(X_{0}\right) \otimes \phi\left(X_{0}\right)\right\rangle_{\mathrm{HS}}\right] \\
& =\underset{\left(X_{t} \mid X_{0}\right)}{\mathbb{E}}\left[\left\langle\phi\left(X_{t}\right), \phi\left(X_{0}\right)\right\rangle_{\mathcal{H}}\left\langle\phi\left(X_{0}\right), \phi\left(X_{0}\right)\right\rangle_{\mathcal{H}}\right]  \tag{71}\\
& =\kappa\left(X_{0}, X_{0}\right) \underset{\left(X_{t} \mid X_{0}\right)}{\mathbb{E}}\left[\kappa\left(X_{t}, X_{0}\right) \mid X_{0}\right],
\end{align*}
$$

and $\mathcal{T}_{t}^{(3)}=\kappa^{2}\left(X_{0}, X_{0}\right)$. Combining the relationships obtained for $\mathcal{T}_{t}(i), i=1,2,3$ in the definition of $\mathcal{T}_{t}$, we get

$$
\begin{equation*}
\mathcal{T}_{t}^{2}=\kappa\left(X_{0}, X_{0}\right) \underset{\left(X_{t}, X_{t}^{\prime} \mid X_{0}\right)}{\mathbb{E}}\left[\kappa\left(X_{t}, X_{t}^{\prime}\right) \mid X_{0}\right]-2 \kappa\left(X_{0}, X_{0}\right) \underset{\left(X_{t} \mid X_{0}\right)}{\mathbb{E}}\left[\kappa\left(X_{t}, X_{0}\right) \mid X_{0}\right]+\kappa^{2}\left(X_{0}, X_{0}\right) \tag{72}
\end{equation*}
$$

Since $\left\{X_{t}\right\}_{t \in \mathbb{T}}$ is a diffusion proces $⿶^{6}$ its sample paths are almost surely continuous. Hence, boundedness and continuity of $\kappa$ from Assumption 1 allow for the use of the dominated convergence theorem to infer almost surely,

$$
\begin{equation*}
\lim _{t \downarrow 0} \underset{\left(X_{t} \mid X_{0}\right)}{\mathbb{E}}\left[\kappa\left(X_{t}, X_{0}\right) \mid X_{0}\right]=\kappa\left(X_{0}, X_{0}\right), \quad \lim _{t \downarrow 0} \underset{\left(X_{t}, X_{t}^{\prime} \mid X_{0}\right)}{\mathbb{E}}\left[\kappa\left(X_{t}, X_{t}^{\prime}\right) \mid X_{0}\right]=\kappa\left(X_{0}, X_{0}\right) \tag{73}
\end{equation*}
$$

Utilizing the above relations in (72) implies $\lim _{t \downarrow 0} \mathcal{T}_{t}=0$, and therefore 68) yields

$$
\begin{equation*}
\lim _{t \downarrow 0}\left\|C_{t}-C_{0}\right\|_{\mathrm{HS}}^{2} \leq \lim _{t \downarrow 0}\left(\mathbb{E}\left[\mathcal{T}_{t}\right]\right)^{2} \leq \lim _{t \downarrow 0} \mathbb{E}\left[\left(\mathcal{T}_{t}\right)^{2}\right]=0 \tag{74}
\end{equation*}
$$

[^5]The above derivation utilizes Jensen's inequality and the dominated convergence theorem. This concludes the proof of the first step.

- Concluding uniform continuity of $\{\mathcal{P}\}_{t \in \mathbb{T}}$. Using $\mathcal{P}_{t}=C_{t} C_{0}^{-1}$, we have

$$
\begin{align*}
\lim _{t \downarrow 0}\left\|\mathcal{P}_{t}-\mathrm{id}\right\| & =\lim _{t \downarrow 0}\left\|\left(C_{t}-C_{0}\right) C_{0}^{-1}\right\| \\
& \leq \lim _{t \downarrow 0}\left\|C_{t}-C_{0}\right\|\left\|C_{0}^{-1}\right\|  \tag{75}\\
& \leq \lim _{t \downarrow 0}\left\|C_{t}-C_{0}\right\|_{\mathrm{HS}}\left\|C_{0}^{-1}\right\| \\
& =0
\end{align*}
$$

where we have used the sub-multiplicative nature of the operator norm and invertibility of $C_{0}$ from Assumption 3 This completes the proof of the step and the result.

## E. Proof of Corollary 1

Under Assumption 3, we have $\mathcal{K}_{t}=C_{0}^{-1} C_{t}^{\star}$. Since $\left\|C_{t}-C_{0}\right\|_{\mathrm{HS}}=\left\|C_{t}^{\star}-C_{0}\right\|_{\mathrm{HS}}$, an argument identical to (74) yields that $\lim _{t \downarrow 0}\left\|\mathcal{K}_{t}-\mathrm{id}\right\|=0$. It is easy to verify that $\left\{\mathcal{K}_{t}\right\}_{t \in \mathbb{T}}$ forms a semigroup, which in light of the above observation, becomes a uniformly continuous semigroup on $\mathcal{H}$. The rest follows from the fact that such semigroups admit bounded linear operators as generators whose domain is $\mathcal{H}$.

## F. Proof of Theorem 6

We utilize the induction hypothesis to show that for any $\alpha$ with $|\alpha|<s$ and $f \in \mathcal{H}$, we have $D^{\alpha} \kappa(x, \cdot) \in \mathcal{H}$ and $\left(D^{\alpha} f\right)(x)=\left\langle D^{\alpha} \kappa(x, \cdot), f\right\rangle_{\mathcal{H}}$. The base case with $\alpha=0$ holds trivially. Assume that the claim is true for some $\alpha$ with $|\alpha|<s$. We will prove the validity of the same for $\left(\alpha+e_{j}\right)$-order derivatives with $\left|\alpha+e_{j}\right|<s$ to complete the induction step. Here, the notation $\alpha+e_{j}$ stands for the vector of the order of partial differentiation, where the $j$-th coefficient is $\alpha_{j}+1$. We prove the induction step in three parts.
First, we consider the function

$$
\begin{equation*}
v_{x}(t):=\frac{1}{t}\left[D^{\alpha} \kappa\left(x+t e_{j}, \cdot\right)-D^{\alpha} \kappa(x, \cdot)\right] \tag{76}
\end{equation*}
$$

for $t \in \mathbb{R}$ and show that for some sequence of $t$ 's converging to zero, $v_{x}(t)$ converges weakly to $D^{\alpha+e_{j}} \kappa(x, \cdot)$, using which we argue that $D^{\alpha+e_{j}} \kappa(x, \cdot)$ is an element of $\mathcal{H}$. Second, we show that $v_{x}(t)$ converges to $D^{\alpha+e_{j}} \kappa(x, \cdot)$ in $\mathcal{H}$-norm, and hence point-wise in $\mathcal{H}$. Finally, we utilize this pointwise convergence to demonstrate the reproducing property with $\left(\alpha+e_{j}\right)$-order derivatives.

- The induction hypothesis implies that $v_{x}(t) \in \mathcal{H}$ for all scalar $t \neq 0$. Also, the reproducing property of the induction hypothesis with $f=D^{\alpha} \kappa(y, \cdot)$ gives

$$
\begin{equation*}
\left\langle D^{\alpha} \kappa(x, \cdot), D^{\alpha} \kappa(y, \cdot)\right\rangle_{\mathcal{H}}=D^{(\alpha, \alpha)} \kappa(x, y) \tag{77}
\end{equation*}
$$

Using the above relation and Taylor's expansion, we bound $\left\|v_{x}(t)\right\|_{\mathcal{H}}^{2}$ as

$$
\begin{align*}
\left\|v_{x}(t)\right\|_{\mathcal{H}}^{2}= & \frac{1}{t^{2}}\left[D^{(\alpha, \alpha)} \kappa\left(x+t e_{j}, x+t e_{j}\right)-D^{(\alpha, \alpha)} \kappa\left(x+t e_{j}, x\right)\right. \\
& \left.-D^{(\alpha, \alpha)} \kappa\left(x, x+t e_{j}\right)+D^{(\alpha, \alpha)} \kappa(x, x)\right]  \tag{78}\\
\leq & \left\|D^{\left(\alpha+e_{j}, \alpha+e_{j}\right)} \kappa\right\|_{\infty}
\end{align*}
$$

The right-hand side of the inequality remains bounded for sufficiently small $t$, per Assumption 4 Thus, for small enough $t$ 's, $v_{x}(t)$ 's lie in a closed ball of $\mathcal{H}$ with finite radius $\left\|D^{\left(\alpha+e_{j}, \alpha+e_{j}\right)} \kappa\right\|_{\infty} . \mathcal{H}$ is separable, and hence, by Banach-Alaoglu's Theorem (or alternatively, by Eberlein-Smulian Theorem), such a ball is weakly sequentially compact. Thus, for a sequence of $t$ 's going to zero, there is a subsequence (call it $\left\{t_{k}\right\}_{k=1}^{\infty}$ ) along which

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\langle\frac{1}{t_{k}}\left[D^{\alpha} \kappa\left(x+t_{k} e_{j}, \cdot\right)-D^{\alpha} \kappa(x, \cdot)\right], f\right\rangle_{\mathcal{H}}=\left\langle g_{x}, f\right\rangle_{\mathcal{H}}, \quad \forall f \in \mathcal{H} \tag{79}
\end{equation*}
$$

for some $g_{x} \in \mathcal{H}$. Plugging $f=\kappa(y, \cdot)$ for an arbitrary point $y \in \mathbb{R}^{n}$ in the above relation, we infer

$$
\begin{aligned}
g_{x}(y) & =\lim _{k \rightarrow \infty}\left\langle\frac{1}{t_{k}}\left[D^{\alpha} \kappa\left(x+t_{k} e_{j}, \cdot\right)-D^{\alpha} \kappa(x, \cdot)\right], \kappa(y, \cdot)\right\rangle_{\mathcal{H}} \\
& =\lim _{k \rightarrow \infty} \frac{1}{t_{k}}\left[D^{\alpha} \kappa\left(x+t_{k} e_{j}, y\right)-D^{\alpha} \kappa(x, y)\right] \\
& =D^{\alpha+e_{j}} \kappa(x, y)
\end{aligned}
$$

where we use the reproducing property of the induction hypothesis. Since $g_{x} \in \mathcal{H}$, we conclude that $D^{\alpha+e_{j}} \kappa(x, \cdot) \in \mathcal{H}$.

- Next, we show that $v_{x}(t)$ converges to the weak limit $D^{\alpha+e_{j}} \kappa(x, \cdot)$ in the $\mathcal{H}$-norm. With $f=D^{\alpha+e_{j}} \kappa(x, \cdot)$ in (79), the reproducing property of the induction hypothesis gives

$$
\begin{aligned}
\left\|D^{\alpha+e_{j}} \kappa(x, \cdot)\right\|_{\mathcal{H}}^{2} & =\left\langle D^{\alpha+e_{j}} \kappa(x, \cdot), D^{\alpha+e_{j}} \kappa(x, \cdot)\right\rangle_{\mathcal{H}} \\
& =\lim _{k \rightarrow \infty}\left\langle\frac{1}{t_{k}}\left[D^{\alpha} \kappa\left(x+t_{k} e_{j}, \cdot\right)-D^{\alpha} \kappa(x, \cdot)\right], D^{\alpha+e_{j}} \kappa(x, \cdot)\right\rangle_{\mathcal{H}} \\
& =\lim _{k \rightarrow \infty} \frac{1}{t_{k}}\left[D^{\left(\alpha+e_{j}, \alpha\right)} \kappa\left(x, x+t_{k} e_{j}\right)-D^{\left(\alpha+e_{j}, \alpha\right)} \kappa(x, x)\right] \\
& =D^{\left(\alpha+e_{j}, \alpha+e_{j}\right)} \kappa(x, x) .
\end{aligned}
$$

Hence, using fundamental theorem of calculus, we infer

$$
\begin{aligned}
\left\|\frac{1}{t}\left[D^{\alpha} \kappa\left(x+t e_{j}, \cdot\right)-D^{\alpha} \kappa(x, \cdot)\right]-D^{\alpha+e_{j}} \kappa(x, \cdot)\right\|_{\mathcal{H}}^{2}= & \frac{1}{t^{2}}\left[D^{(\alpha, \alpha)} \kappa\left(x+t e_{j}, x+t e_{j}\right)-2 D^{(\alpha, \alpha)} \kappa\left(x+t e_{j}, x\right)\right. \\
& \left.+D^{(\alpha, \alpha)} \kappa(x, x)\right]+D^{\left(\alpha+e_{j}, \alpha+e_{j}\right)} \kappa(x, x) \\
& \left.-\frac{2}{t}\left[D^{\left(\alpha+e_{j}, \alpha\right)} \kappa\left(x, x+t e_{j}\right)-D^{\left(\alpha+e_{j}, \alpha\right)} \kappa(x, x)\right]\right] \\
= & \frac{1}{t^{2}} \int_{0}^{t} \int_{0}^{t} D^{\left(\alpha+e_{j}, \alpha+e_{j}\right)} \kappa\left(x+u e_{j}, x+v e_{j}\right) \mathrm{d} u \mathrm{~d} v \\
& -\frac{2}{t} \int_{0}^{t} D^{\left(\alpha+e_{j}, \alpha+e_{j}\right)} \kappa\left(x, x+v e_{j}\right) \mathrm{d} v \\
& +D^{\left(\alpha+e_{j}, \alpha+e_{j}\right)} \kappa(x, x) \\
= & \frac{1}{t^{2}} \int_{0}^{t} \int_{0}^{t}\left[D^{\left(\alpha+e_{j}, \alpha+e_{j}\right)} \kappa\left(x+u e_{j}, x+v e_{j}\right)\right. \\
& \left.-2 D^{\left(\alpha+e_{j}, \alpha+e_{j}\right)} \kappa\left(x, x+v e_{j}\right)+D^{\left(\alpha+e_{j}, \alpha+e_{j}\right)} \kappa(x, x)\right] \mathrm{d} u \mathrm{~d} v .
\end{aligned}
$$

Under Assumption $4, D^{\left(\alpha+e_{j}, \alpha+e_{j}\right)} \kappa(x, x)$ is continuous and vanishes at infinity. Thus, $D^{\left(\alpha+e_{j}, \alpha+e_{j}\right)} \kappa(x, x)$ is uniformly continuous and the right hand side of the last line goes to 0 as $t \rightarrow 0$, which gives

$$
\lim _{t \rightarrow 0}\left\|\frac{1}{t}\left[D^{\alpha} \kappa\left(x+t e_{j}, \cdot\right)-D^{\alpha} \kappa(x, \cdot)\right]-D^{\alpha+e_{j}} \kappa(x, \cdot)\right\|_{\mathcal{H}}^{2}=0
$$

Therefore, as $t \rightarrow 0, \frac{1}{t}\left[D^{\alpha} \kappa\left(x+t e_{j}, \cdot\right)-D^{\alpha} \kappa(x, \cdot)\right]$ converges to $D^{\alpha+e_{j}} \kappa(x, \cdot)$ in $\mathcal{H}$-norm. Furthermore, since in RKHS, convergence in norm implies pointwise convergence (Steinwart \& Christmann, 2008), we conclude that $v_{x}(t)$ converges pointwise to $D^{\alpha} \kappa(x, \cdot)$.

- Finally, we prove the partial derivative reproducing property of the induction step. For any $f \in \mathcal{H}$, we have

$$
\begin{aligned}
\left(D^{\alpha+e_{j}} f\right)(x) & :=\lim _{t \rightarrow 0} \frac{1}{t}\left[\left(D^{\alpha} f\right)\left(x+t e_{j}\right)-\left(D^{\alpha} f\right)(x)\right] \\
& \stackrel{(a)}{=}\left\langle\lim _{t \rightarrow 0} \frac{1}{t}\left[D^{\alpha} \kappa\left(x+t e_{j}, \cdot\right)-D^{\alpha} \kappa(x, \cdot)\right], f\right\rangle_{\mathcal{H}} \\
& \stackrel{(b)}{=}\left\langle D^{\alpha+e_{j}} \kappa(x, \cdot), f\right\rangle_{\mathcal{H}},
\end{aligned}
$$

where (a) holds due to the induction hypothesis and (b) follows from point-wise convergence proved in previous step. This completes the proof.

## G. Proof of Lemma 1

Let $X, X^{\prime}$ be independently and identically distributed with distribution $\mathbb{P}_{X}$. The HS-norm of $\partial C_{0}$ can be computed as

$$
\begin{align*}
\left\|\partial C_{0}\right\|_{\mathrm{HS}}^{2}= & \left\|\mathbb{E}\left[\mathrm{d}^{(2)} \phi(X) \otimes \phi(X)\right]\right\|_{\mathrm{HS}}^{2} \\
= & \left|\left\langle\mathbb{E}\left[\mathrm{d}^{(2)} \phi(X) \otimes \phi(X)\right], \mathbb{E}\left[\mathrm{d}^{(2)} \phi(X) \otimes \phi(X)\right]\right\rangle_{\mathrm{HS}}\right| \\
\leq & \mathbb{E}\left|\left\langle\mathrm{d}^{(2)} \phi(X) \otimes \phi(X), \mathrm{d}^{(2)} \phi\left(X^{\prime}\right) \otimes \phi\left(X^{\prime}\right)\right\rangle_{\mathrm{HS}}\right| \\
= & \mathbb{E}\left|\left\langle\mathrm{d}^{(2)} \phi(X), \mathrm{d}^{(2)} \phi\left(X^{\prime}\right)\right\rangle_{\mathcal{H}}\left\langle\phi(X), \phi\left(X^{\prime}\right)\right\rangle_{\mathcal{H}}\right| \\
\leq & \mathbb{E}\left[\left\|\mathrm{d}^{(2)} \phi(X)\right\|_{\mathcal{H}}\left\|\mathrm{d}^{(2)} \phi\left(X^{\prime}\right)\right\|_{\mathcal{H}}\|\phi(X)\|_{\mathcal{H}}\left\|\phi\left(X^{\prime}\right)\right\|_{\mathcal{H}}\right] \\
= & \mathbb{E}\left[\left\|\mathrm{d}^{(2)} \phi(X)\right\|_{\mathcal{H}}^{2}\|\phi(X)\|_{\mathcal{H}}^{2}\right] \\
= & \mathbb{E}\left[\left(\sum_{i}^{n} \sum_{j}^{n} b_{i}(X) b_{j}(X) D^{\left(e_{i}, e_{j}\right)} \kappa(X, X)\right.\right.  \tag{80}\\
& +\frac{1}{2} \sum_{i}^{n} \sum_{p}^{n} \sum_{q}^{n} b_{i}(X) a_{p q}(X) D^{\left(e_{i}, e_{p}+e_{q}\right)} \kappa(X, X) \\
& +\frac{1}{2} \sum_{i}^{n} \sum_{j}^{n} \sum_{q}^{n} a_{p q}(X) b_{i}(X) D^{\left(e_{i}+e_{j}, e_{p}\right)} \kappa(X, X) \\
& \left.\left.+\frac{1}{4} \sum_{i}^{n} \sum_{j}^{n} \sum_{p}^{n} \sum_{q}^{n} a_{i j}(X) a_{p q}\left(x_{s}\right) D^{\left(e_{i}+e_{j}, e_{p}+e_{q}\right)} \kappa(X, X)\right) \kappa(X, X)\right] \\
\leq & B_{\kappa}^{2}\left(n^{2}+n^{3}+\frac{1}{4} n^{4}\right) \bar{S} .
\end{align*}
$$

Therefore, we conclude that $\partial C_{0}$ defined in $(29)$ is a Hilbert Schmidt operator.

## H. Proof of Theorem 7

The proof follows from the same argument as that of Theorem 1 . In particular, replacing $C_{X^{+} X}, \widehat{C}_{X^{+} X}$ with $\partial C_{0}, \widehat{\partial C_{0}}$ in Equations (39), 40, (42) and (43) gives

$$
\begin{align*}
\left\|\widetilde{\mathcal{A}}_{\varepsilon}-\mathcal{A}_{\varepsilon}\right\| & \leq \frac{1}{\varepsilon}\left\|\widetilde{\partial C}_{0}-\partial C_{0}\right\|_{\mathrm{HS}}+\frac{1}{\varepsilon^{2}}\left\|C_{0}-\widetilde{C}_{0}\right\|_{\mathrm{HS}}\left\|\partial C_{0}\right\| \\
& \stackrel{(a)}{\leq} \frac{1}{\varepsilon}\left(\sqrt{\frac{B_{\otimes}}{M}} \Xi(\delta / 2)\right)+\frac{1}{\varepsilon^{2}} \frac{B_{\kappa}}{\sqrt{M}} \Xi(\delta / 2)\left\|\partial C_{0}\right\|_{\mathrm{HS}} \\
& \leq \frac{1}{\sqrt{M}} \Xi(\delta / 2)\left(\frac{1}{\varepsilon} \sqrt{B_{\otimes}}+\frac{\left\|\partial C_{0}\right\|_{\mathrm{HS}}}{\varepsilon^{2}} B_{\kappa}\right)  \tag{81}\\
& \leq \frac{1}{\sqrt{M}} \Xi(\delta / 2)\left(\frac{1}{\varepsilon}+\frac{\left\|\partial C_{0}\right\|_{\mathrm{HS}}}{\varepsilon^{2}}\right) \max \left(\sqrt{B_{\otimes}}, B_{\kappa}\right) \\
& =\frac{1}{\sqrt{M}} \Xi(\delta / 2) B^{\max } \mathcal{O}\left(\varepsilon^{-2}\right)
\end{align*}
$$

where (a) holds with probability at least $1-\delta$.

## I. Proof of Theorem 8

Let $\mathcal{I}$ denotes the indices among $1, \cdots, M$ for which $x_{k} \in \mathcal{D}_{\gamma}$. Denote $r(x):=\mathrm{d}^{(2)} \phi(x) \otimes \phi(x)$. Under condition (33), $\mathcal{D}_{\gamma}$ satisfies for any $q \in \mathcal{I}$,

$$
\left.\begin{array}{rl}
\left.\max _{p \in \mathcal{I}, p \neq q} \frac{\left|\left\langle r\left(x_{p}\right), r\left(x_{q}\right)\right\rangle_{\mathcal{H}_{\otimes}}\right|}{\left\|r\left(x_{p}\right)\right\|_{\mathcal{H}}^{\otimes}} \right\rvert\,\left\|r\left(x_{q}\right)\right\|_{\mathcal{H}}^{\otimes}
\end{array}\right) ~=\max _{p \in \mathcal{I}, p \neq q} \frac{\left|\left\langle\mathrm{~d}^{(2)} \phi\left(x_{p}\right) \otimes \phi\left(x_{p}\right), \mathrm{d}^{(2)} \phi\left(x_{q}\right) \otimes \phi\left(x_{q}\right)\right\rangle_{\mathcal{H}_{\otimes}}\right|}{\left\|\mathrm{d}^{(2)} \phi\left(x_{p}\right) \otimes \phi\left(x_{p}\right)\right\|_{\mathcal{H}_{\otimes}}\left\|\mathrm{d}^{(2)} \phi\left(x_{q}\right) \otimes \phi\left(x_{q}\right)\right\|_{\mathcal{H}_{\otimes}}}
$$

Thus we have

$$
\begin{equation*}
\max _{p \in \mathcal{I}, p \neq q} \frac{\left|\left\langle r\left(x_{p}\right), r\left(x_{q}\right)\right\rangle_{\mathcal{H}_{\otimes}}\right|}{\left\|r\left(x_{p}\right)\right\|_{\mathcal{H}_{\otimes}}} \leq \gamma\left\|r\left(x_{q}\right)\right\|_{\mathcal{H}_{\otimes}} \leq \gamma \sqrt{B_{\otimes}} \tag{83}
\end{equation*}
$$

where the bound on $r(\cdot)$ follows from the intermediate step in 80.
Let $\Pi_{\mathcal{D}_{\gamma}}$ denote the projection operator onto the subspace spanned by a dictionary of functions $\left\{r\left(x_{k}\right): x_{k} \in \mathcal{D}_{\gamma}\right\}$. The error due to sparsification can be upper bounded by

$$
\begin{align*}
\left\|\widetilde{\partial C}_{0}-\widehat{\partial C}_{0}\right\|_{\mathrm{HS}} & =\left\|\frac{1}{M} \sum_{m=1}^{M}\left(\mathrm{id}-\Pi_{\mathcal{D}_{\gamma}}\right) r\left(x_{m}\right)\right\|_{\mathcal{H}_{\otimes}} \\
& \leq \sum_{m=1}^{M} \frac{1}{M}\left\|r\left(x_{m}\right)-\Pi_{\mathcal{D}_{\gamma}} r\left(x_{m}\right)\right\|_{\mathcal{H}_{\otimes}}  \tag{84}\\
& =\frac{1}{M} \sum_{m \notin \mathcal{I}}\left\|r\left(x_{m}\right)-\Pi_{\mathcal{D}_{\gamma}} r\left(x_{m}\right)\right\|_{\mathcal{H}_{\otimes}} \\
& \leq\left(1-\frac{\left|\mathcal{D}_{\gamma}\right|}{M}\right) \sqrt{B_{\otimes}\left(1-\gamma^{2}\right)}
\end{align*}
$$

In the following, we justify the last inequality in (84). For any $x_{p} \notin \mathcal{D}_{\gamma}$, we have

$$
\begin{align*}
\left\|\Pi_{\mathcal{D}_{\gamma}} r\left(x_{p}\right)\right\|_{\mathcal{H}_{\otimes}} & =\max _{\alpha} \frac{\left\langle\sum_{s \in \mathcal{I}} \alpha_{s} r\left(x_{s}\right), r\left(x_{p}\right)\right\rangle_{\mathcal{H}_{\otimes}}}{\left\|\sum_{s \in \mathcal{I}} \alpha_{s} r\left(x_{s}\right)\right\|_{\mathcal{H}_{\otimes}}} \\
& \geq \max _{k \in \mathcal{I}} \frac{\left\langle r\left(x_{k}\right), r\left(x_{p}\right)\right\rangle_{\mathcal{H}_{\otimes}}}{\left\|r\left(x_{k}\right)\right\|_{\mathcal{H}_{\otimes}}}  \tag{85}\\
& \geq \gamma \sqrt{B_{\otimes}}
\end{align*}
$$

where the first inequality follows from a specific choice of coefficients where $\alpha_{j}=0$ for each $j \in \mathcal{I}$, except for a single index $q$ with $\alpha_{k}= \pm 1$. The second inequality follows from the violation of (83) since $x_{p} \notin \mathcal{D}_{\gamma}$. Hence, for $p \notin \mathcal{I}$, Pythagoras theorem gives

$$
\begin{align*}
\left\|r\left(x_{p}\right)-\Pi_{\mathcal{D}_{\gamma}} r\left(x_{p}\right)\right\|_{\mathcal{H}_{\otimes}}^{2} & =\left\|r\left(x_{p}\right)\right\|_{\mathcal{H}_{\otimes}}^{2}-\left\|\Pi_{\mathcal{D}_{\gamma}} r\left(x_{p}\right)\right\|_{\mathcal{H}_{\otimes}}^{2}  \tag{86}\\
& \leq B_{\otimes}\left(1-\gamma^{2}\right)
\end{align*}
$$

This justifies 84.
On the other hand, using Theorem 7 , we have that with probability at least $1-\delta$,

$$
\begin{equation*}
\left\|\partial C_{0}-\widetilde{\partial C}_{0}\right\|_{H S} \leq \sqrt{\frac{B_{\otimes}}{M}} \Xi(\delta) \tag{87}
\end{equation*}
$$

Therefore, along the same lines as (43) in Appendix A, we have with probability at least $1-\delta$

$$
\begin{align*}
\left\|\widehat{\partial C}_{0}-\partial C_{0}\right\|_{\mathrm{HS}} & \leq\left\|\widehat{\partial C}_{0}-\widetilde{\partial C}_{0}\right\|_{\mathrm{HS}}+\left\|\widetilde{\partial C}_{0}-\partial C_{0}\right\|_{\mathrm{HS}} \\
& \leq\left(1-\frac{\left|\mathcal{D}_{\gamma}\right|}{M}\right) \sqrt{B_{\otimes}\left(1-\gamma^{2}\right)}+\sqrt{\frac{B_{\otimes}}{M}} \Xi(\delta), \tag{88}
\end{align*}
$$

where the second inequality follows from (84) and (87). This implies

$$
\begin{align*}
\left\|\widehat{\mathcal{A}}_{\varepsilon}-\mathcal{A}_{\varepsilon}\right\| \leq & \frac{1}{\varepsilon}\left\|\widehat{\partial C_{0}}-\partial C_{0}\right\|_{\mathrm{HS}}+\frac{1}{\varepsilon^{2}}\left\|C_{0}-\widehat{C}_{0}\right\|_{\mathrm{HS}}\left\|\partial C_{0}\right\| \\
\leq & \frac{1}{\varepsilon}\left(\left(1-\frac{\left|\mathcal{D}_{\gamma}\right|}{M}\right) \sqrt{B_{\otimes}\left(1-\gamma^{2}\right)}+\sqrt{\frac{B_{\otimes}}{M}} \Xi(\delta / 2)\right) \\
& +\frac{1}{\varepsilon^{2}}\left(\left(1-\frac{\left|\mathcal{D}_{\gamma}\right|}{M}\right) B_{\kappa} \sqrt{1-\gamma^{2}}+\frac{B_{\kappa}}{\sqrt{M}} \Xi(\delta / 2)\right)\left\|\partial C_{0}\right\| \\
\leq & \left(1-\frac{\left|\mathcal{D}_{\gamma}\right|}{M}\right)\left(\frac{1}{\varepsilon} \sqrt{B_{\otimes}\left(1-\gamma^{2}\right)}+\frac{\left\|\partial C_{0}\right\|}{\varepsilon^{2}} B_{\kappa} \sqrt{1-\gamma^{2}}\right) \\
& +\frac{1}{\sqrt{M}} \Xi(\delta / 2)\left(\frac{1}{\varepsilon} \sqrt{B_{\otimes}}+\frac{\left\|\partial C_{0}\right\|}{\varepsilon^{2}} B_{\kappa}\right)  \tag{89}\\
\leq & \left(1-\frac{\left|\mathcal{D}_{\gamma}\right|}{M}\right)\left(\frac{1}{\varepsilon}+\frac{\left\|\partial C_{0}\right\|}{\varepsilon^{2}}\right) \sqrt{1-\gamma^{2}} \max \left(\sqrt{B_{\otimes}}, B_{\kappa}\right) \\
& +\frac{1}{\sqrt{M}} \Xi(\delta / 2)\left(\frac{1}{\varepsilon}+\frac{\left\|\partial C_{0}\right\|}{\varepsilon^{2}}\right) \max \left(\sqrt{B_{\otimes}}, B_{\kappa}\right) \\
= & B^{\max }\left(\left(1-\frac{\left|\mathcal{D}_{\gamma}\right|}{M}\right) \sqrt{1-\gamma^{2}}+\frac{1}{\sqrt{M}} \Xi(\delta / 2)\right) \mathcal{O}\left(\varepsilon^{-2}\right) .
\end{align*}
$$

## J. Conditional Joint Mean Embedding

We discuss the notion of conditional joint mean embedding (also known as conditional cross covariance in Song et al. (2009). Consider an RKHS $\mathcal{H}$ with kernel $\kappa$ defined over some subset $\mathbb{X}$ of an Euclidean space, where $\phi$ is the feature map. Then, the cross product $\phi(X) \otimes \phi(Y) \otimes \phi(Z)$ is a random variable in $\mathcal{H}_{\otimes}^{\circ}:=\mathcal{H} \otimes \mathcal{H} \otimes \mathcal{H}$. When $\mathbb{E}\left[\|\phi(X) \otimes \phi(Y) \otimes \phi(Z)\|_{\mathcal{H} \stackrel{\circ}{\otimes}}\right]<\infty$, we define the joint covariance operator $C_{X Y Z}: \mathcal{H}_{\otimes} \rightarrow \mathcal{H}$ as

$$
\begin{equation*}
C_{X Y Z}:=\mathbb{E}[\phi(X) \otimes \phi(Y) \otimes \phi(Z)] \tag{90}
\end{equation*}
$$

Thus for $f, g, r \in \mathcal{H}$, we have

$$
\begin{align*}
\mathbb{E}[f(X) g(Y) r(Z)] & =\mathbb{E}\left[\langle\phi(X), f\rangle_{\mathcal{H}}\langle\phi(Y), g\rangle_{\mathcal{H}}\langle\phi(Z), r\rangle_{\mathcal{H}}\right] \\
& =\mathbb{E}\left[\langle\phi(X), f\rangle_{\mathcal{H}}\langle\phi(Y) \otimes \phi(Z), g \otimes r\rangle_{\mathcal{H}_{\otimes}}\right] \\
& =\mathbb{E}\left[\langle\phi(X) \otimes(\phi(Y) \otimes \phi(Z)), f \otimes(g \otimes r)\rangle_{\mathcal{H}_{\otimes}^{\circ}}\right]  \tag{91}\\
& =\langle\mathbb{E}[\phi(X) \otimes \phi(Y) \otimes \phi(Z)], f \otimes g \otimes r\rangle_{\mathcal{H}_{\otimes}^{\circ}} \\
& =\left\langle C_{X Y Z}, f \otimes g \otimes r\right\rangle
\end{align*}
$$

Also, the above equals $\left\langle f, C_{X Y Z}(g \otimes r)\right\rangle$. Given $M$ data points $\mathcal{M}:=\left\{\left(x_{m}, y_{m}, z_{m}\right)\right\}_{m=1}^{M}$ sampled i.i.d. from the joint distribution of $X, Y, Z$, the empirical estimate of $C_{X Y Z}$ is given by

$$
\begin{equation*}
\widetilde{C}_{X Y Z}=\frac{1}{M} \sum_{m=1}^{M} \phi\left(x_{m}\right) \otimes \phi\left(y_{m}\right) \otimes \phi\left(z_{m}\right) \tag{92}
\end{equation*}
$$

We now define the conditional joint mean embedding operator $\mathcal{U}_{Z Y \mid X}$. Assume

$$
\begin{equation*}
\mathbb{E}[g(Y) r(Z) \mid X=\cdot] \in \mathcal{H}, \quad \forall g, r \in \mathcal{H} \tag{93}
\end{equation*}
$$

Similar to Fukumizu et al. (2004, Theorem 2), we have

$$
\begin{equation*}
C_{X X} \mathbb{E}[g(Y) r(Z) \mid X=\cdot]=C_{X Y Z}(g \otimes r) . \tag{94}
\end{equation*}
$$

Together with the reproducing property, we obtain

$$
\begin{align*}
\mathbb{E}[g(Y) r(Z) \mid X=x \cdot] & =\langle\mathbb{E}[g(Y) r(Z) \mid X \cdot], \kappa(x, \cdot)\rangle_{\mathcal{H}} \\
& =\left\langle C_{X X}^{-1} C_{X Y Z}(g \otimes r), \kappa(x, \cdot)\right\rangle_{\mathcal{H}}  \tag{95}\\
& =\left\langle g \otimes r, C_{Z Y X} C_{X X}^{-1} \kappa(x, \cdot)\right\rangle_{\mathcal{H}_{\otimes}} .
\end{align*}
$$

Therefore, the operator $\mathcal{U}_{Z Y \mid X}$ and mapping $\mu_{Z Y \mid x}$ can be defined as

$$
\begin{equation*}
\mathcal{U}_{Z Y \mid X}:=C_{Z Y X} C_{X X}^{-1}, \quad \mu_{Z Y \mid x}:=\mathbb{E}[\phi(Y) \otimes \phi(Z) \mid X=x]=\mathcal{U}_{Z Y \mid X} \kappa(x, \cdot), \tag{96}
\end{equation*}
$$

such that

$$
\begin{equation*}
\mathbb{E}[g(Y) r(Z) \mid X=x]=\left\langle g \otimes r, \mu_{Z Y \mid x}\right\rangle_{\mathcal{H}_{\otimes}} \tag{97}
\end{equation*}
$$

In other words, $\mathcal{U}_{t t^{\prime}}$ and $\mathcal{U}_{\tau 0}$ in Section 8 can be defined as

$$
\begin{equation*}
\mathcal{U}_{t t^{\prime}}:=C_{t t^{\prime} 0} C_{0}^{-1} \tag{98}
\end{equation*}
$$

One can also define the finite sample estimations of these operators with regularization parameter $\varepsilon$ as

$$
\begin{equation*}
\widehat{\mathcal{U}}_{t t^{\prime}}^{\varepsilon}:=\widehat{C}_{t t^{\prime} 0}\left(\widehat{C}_{0}+\varepsilon \mathrm{id}\right)^{-1} \tag{99}
\end{equation*}
$$

The empirical estimates of $b^{\tau}, a^{\tau}$ can be computed using these data-driven variants. In addition, the evaluation at a data point can be constructed using finite dimension Gram matrices as in Appendix K

## K. Estimate Drift and Diffusion Coefficients Using Finite Dimensional Matrices

In practice often drift and diffusion terms are not known. In the following, we show that for implementing the algorithm proposed in Section 8 Gram matrices are only required. To simplify our notations, we consider a 1-dimensional dynamical system. The $n$-dimensional extension can be derived similarly.
Let $\left\{\left(x_{i}(0), x_{i}(\tau)\right)\right\}_{i=1}^{N}$ be $N$ snapshot pairs used to construct empirical estimates of $\widehat{\mathcal{U}}_{\tau}^{\varepsilon}, \widehat{\mathcal{U}}_{\tau \tau}^{\varepsilon}$ and $\widehat{\mathcal{U}}_{\tau 0}^{\varepsilon}$ in 99. Define feature matrices

$$
\begin{aligned}
& \Phi_{\tau}=\left[\phi\left(x_{1}(\tau)\right), \ldots, \phi\left(x_{N}(\tau)\right)\right] \\
& \Phi_{0}=\left[\phi\left(x_{1}(0)\right), \ldots, \phi\left(x_{N}(0)\right)\right]
\end{aligned}
$$

and Gram matrix $G_{00}^{\circ}:=\Phi_{0}^{\top} \Phi_{0}$. Then, for $z \in \mathbb{R}^{n}$,

$$
\begin{align*}
{\left[\left(\widehat{\mathcal{U}}_{\tau}^{\varepsilon}\right)^{\star} \mathrm{id}\right](z)=\left\langle\left(\widehat{\mathcal{U}}_{\tau}^{\varepsilon}\right)^{\star} \mathrm{id}, \kappa(z, \cdot)\right\rangle } & =\left\langle\mathrm{id}, \widehat{\mathcal{U}}_{\tau}^{\varepsilon} \kappa(z, \cdot)\right\rangle \\
& =\left\langle\mathrm{id}, \widehat{C}_{\tau}\left(\widehat{C}_{0}+\varepsilon \mathrm{id}\right)^{-1} \kappa(z, \cdot)\right\rangle \\
& \stackrel{(a)}{=}\langle\mathrm{id}, \Phi_{\tau} \underbrace{\left.\left(G_{00}^{\circ}+\varepsilon \mathrm{id}\right)^{-1} \Phi_{0}^{\top} \kappa(z, \cdot)\right\rangle}_{:=g(z)}\rangle \\
& =\left\langle\mathrm{id}, \sum_{i=1}^{N} g_{i}(z) \kappa\left(x_{i}(\tau), \cdot\right)\right\rangle  \tag{100}\\
& =\sum_{i=1}^{N} g_{i}(z)\left\langle\mathrm{id}, \kappa\left(x_{i}(\tau), \cdot\right)\right\rangle \\
& =\sum_{i=1}^{N} g_{i}(z) x_{i}(\tau)
\end{align*}
$$

where (a) follows from relation (106) and $\left(G_{00}^{\circ}+\varepsilon \text { id }\right)^{-1} \Phi_{0}^{\top} \kappa(z, \cdot):=g(z) \in \mathbb{R}^{N}$.
Therefore, we have

$$
\begin{align*}
\widehat{b}^{\tau}(z) & =\frac{1}{\tau}\left\{\left[\left(\widehat{\mathcal{U}}_{\tau}^{\varepsilon}\right)^{\star} \mathrm{id}\right](z)-(\mathrm{id})(z)\right\} \\
& =\frac{1}{\tau}\left\{\sum_{i=1}^{N} g_{i}(z) x_{i}(\tau)-z\right\} \tag{101}
\end{align*}
$$

In the above calculation, the first line requires id to be an element in $\mathcal{H}$. As we noted in Section 8 , the identity map does not belong to an infinite-dimensional RKHS. However, the calculation utilizes the action of the identity map, and not its representation within $\mathcal{H}$. In other words, the above derivation can be viewed as a formal approximation technique. Providing guarantees on approximation error, however, remains challenging. In order to construct $\widehat{a}^{\tau}$, define a feature matrix $\Phi_{\tau \tau}$ whose $i$-th column is $\phi\left(x_{i}(\tau)\right) \otimes \phi\left(x_{i}(\tau)\right)$. Using (92), we have

$$
\begin{align*}
{\left[\left(\widehat{\mathcal{U}}_{\tau \tau}^{\varepsilon}\right)^{\star}\right](\mathrm{id} \otimes \mathrm{id})(z) } & =\left\langle\mathrm{id} \otimes \mathrm{id}, \widehat{\mathcal{U}}_{\tau \tau}^{\varepsilon} \kappa(z, \cdot)\right\rangle \\
& =\left\langle\mathrm{id}, \widehat{C}_{\tau \tau 0}\left(\widehat{C}_{0}+\varepsilon \mathrm{id}\right)^{-1} \kappa(z, \cdot)\right\rangle \\
& =\langle\mathrm{id}, \Phi_{\tau \tau} \underbrace{\left(G_{00}^{\circ}+\varepsilon \mathrm{id}\right)^{-1} \Phi_{0}^{\top} \kappa(z, \cdot)}_{:=g(z)}\rangle \\
& =\left\langle\mathrm{id} \otimes \mathrm{id}, \sum_{i=1}^{N} g_{i}(z) \kappa\left(x_{i}(\tau), \cdot\right) \otimes \kappa\left(x_{i}(\tau), \cdot\right)\right\rangle  \tag{102}\\
& =\sum_{i=1}^{N} g_{i}(z)\left\langle\mathrm{id} \otimes \mathrm{id}, \kappa\left(x_{i}(\tau), \cdot\right) \otimes \kappa\left(x_{i}(\tau), \cdot\right)\right\rangle \\
& =\sum_{i=1}^{N} g_{i}(z) x_{i}^{2}(\tau) .
\end{align*}
$$

Thus, $\widehat{a^{\tau}}(z)$ can also be computed using Gram matrices as

$$
\begin{equation*}
\widehat{a^{\tau}}(z)=\frac{1}{\tau}\left\{\sum_{i=1}^{N} g_{i}(z) x_{i}^{2}(\tau)-2 \sum_{i=1}^{N} g_{i}(z) x_{i}(\tau) x_{i}(0)+z^{2}\right\} \tag{103}
\end{equation*}
$$

Again, we utilize the action of id, without its explicit representation in $\mathcal{H}$.

## L. Algorithm Summary

```
Algorithm 1 Sample-based Sparse Learning of \(\mathcal{A}\) Without Explicit Knowledge of SDE Coefficients
    Input: Sampling interval \(\tau\); snapshot pairs \(\mathcal{D}_{1}:=\left\{x_{m}(0), x_{m}(\tau)\right\}_{m=1}^{N}\); second dataset \(\mathcal{D}_{2}:=\left\{x_{m}\right\}_{m=1}^{M}\); kernel
    function \(\kappa\); coherence parameters \(\gamma_{1}, \gamma_{2}\); data dimension \(n\).
    Output: Sparse, regularized estimator \(\widehat{\mathcal{A}}_{\varepsilon}^{\tau}\).
    Prune \(\mathcal{D}_{1}\) to get \(\mathcal{D}_{\gamma_{1}}\) by identifying a subset of \(\mathcal{D}_{1}\) such that each pair \(\left(x_{i}(0), x_{i}(\tau)\right),\left(x_{j}(0), x_{j}(\tau)\right) \in \mathcal{D}_{\gamma_{1}}\) satisfies
```

$\left|\kappa\left(x_{i}(0), x_{j}(0)\right)\right| \leq \sqrt{\gamma_{1} \kappa\left(x_{i}(0), x_{i}(0)\right) \kappa\left(x_{j}(0), x_{j}(0)\right)}, \quad\left|\kappa\left(x_{i}(\tau), x_{j}(\tau)\right)\right| \leq \sqrt{\gamma_{1} \kappa\left(x_{i}(\tau), x_{i}(\tau)\right) \kappa\left(x_{j}(\tau), x_{j}(\tau)\right)}$.

4: Let $\mathcal{I}_{1}$ be the indices among $1, \ldots, N$ for which $\left(x_{i}(0), x_{i}(\tau)\right)$ are in $\mathcal{D}_{\gamma_{1}}$. Construct

$$
\widehat{C}_{\tau 0}=\sum_{i \in \mathcal{I}_{1}} \alpha_{i} \varphi\left(x_{i}(\tau), x_{i}(0)\right), \quad \widehat{C}_{0}=\sum_{i \in \mathcal{I}_{1}} \beta_{i} \varphi\left(x_{i}(0), x_{i}(0)\right),
$$

where $\alpha$ (and similarly, $\beta$ ) ${ }^{7}$ is defined via $\alpha=G^{-1} g$, with $G_{i, j}=\kappa_{\otimes}\left(\left(x_{i}(\tau), x_{i}(0)\right),\left(x_{j}(\tau), x_{j}(0)\right)\right)$ for $i, j \in \mathcal{I}_{1}$, and $g_{j}=\frac{1}{N} \sum_{i=1}^{N} \kappa_{\otimes}\left(\left(x_{i}(\tau), x_{i}(0)\right),\left(x_{j}(\tau), x_{j}(0)\right)\right)$ for $j \in \mathcal{I}_{1} . \widehat{C}_{\tau \tau 0}$ and $\widehat{C}_{\tau 00}$ can be computed likewise.
5: Compute $\widehat{\mathcal{U}}_{\tau}^{\varepsilon}, \widehat{\mathcal{U}}_{\tau \tau}^{\varepsilon}$, and $\widehat{\mathcal{U}}_{\tau 0}^{\varepsilon}$ based on $\mathcal{D}_{\gamma_{1}}$ via

$$
\widehat{\mathcal{U}}_{\tau}^{\varepsilon}:=\widehat{C}_{\tau 0}\left(\widehat{C}_{0}+\varepsilon \mathrm{id}\right)^{-1}, \quad \widehat{\mathcal{U}}_{\tau \tau}^{\varepsilon}:=\widehat{C}_{\tau \tau 0}\left(\widehat{C}_{0}+\varepsilon \mathrm{id}\right)^{-1}, \quad \widehat{\mathcal{U}}_{\tau 0}^{\varepsilon}:=\widehat{C}_{\tau 00}\left(\widehat{C}_{0}+\varepsilon \mathrm{id}\right)^{-1}
$$

6: Construct sparse estimates of $\widehat{b^{\tau}}, \widehat{a}^{\tau}$ based on $\mathcal{D}_{\gamma_{1}}$ via (see Appendix K)

$$
\begin{aligned}
& \widehat{b_{i}^{\tau}}=\frac{1}{\tau}\left(\left(\widehat{\mathcal{U}}_{\tau}^{\varepsilon}\right)^{\star} \boldsymbol{e}_{i}-\boldsymbol{e}_{i}\right), \quad \forall i=1, \cdots, n \\
& \widehat{a_{i j}^{\tau}}=\frac{1}{\tau}\left(\left(\widehat{\mathcal{U}}_{\tau \tau}^{\varepsilon}\right)^{\star}\left(\boldsymbol{e}_{i} \otimes \boldsymbol{e}_{j}\right)-\left(\widehat{\mathcal{U}}_{\tau 0}^{\varepsilon}\right)^{\star}\left(\boldsymbol{e}_{i} \otimes \boldsymbol{e}_{j}\right)-\left(\widehat{\mathcal{U}}_{\tau 0}^{\varepsilon}\right)^{\star}\left(\boldsymbol{e}_{j} \otimes \boldsymbol{e}_{i}\right)+\left(\boldsymbol{e}_{i} \otimes \boldsymbol{e}_{j}\right) \kappa(x, \cdot)\right), \forall i, j=1, \cdots, n .
\end{aligned}
$$

7: Compute $\widehat{\mathrm{d}^{(2)} \phi}$ via $\widehat{\mathrm{d}^{(2)} \phi}=\sum_{i=1}^{n} \widehat{b_{i}^{\tau}} D^{e_{i}} \phi+\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \widehat{a_{i j}^{\tau}} D^{e_{i}+e_{j}} \phi$. Then prune $\mathcal{D}_{2}$ to get $\mathcal{D}_{\gamma_{2}}$ by identifying a subset of $\mathcal{D}_{2}$ such that each pair $x_{p}, x_{q} \in \mathcal{D}_{\gamma_{2}}$ satisfies

$$
\left.\widehat{\left\langle\mathrm{d}^{(2)} \phi\right.}\left(x_{p}\right), \widehat{\mathrm{d}^{(2)} \phi}\left(x_{q}\right)\right\rangle_{\mathcal{H}} \leq \sqrt{\gamma_{2}}\left\|\widehat{\mathrm{~d}^{(2)} \phi}\left(x_{p}\right)\right\|_{\mathcal{H}}\left\|\widehat{\mathrm{d}^{(2)} \phi}\left(x_{q}\right)\right\|_{\mathcal{H}}, \quad\left|\kappa\left(x_{p}, x_{q}\right)\right| \leq \sqrt{\gamma_{2} \kappa\left(x_{p}, x_{q}\right) \kappa\left(x_{p}, x_{q}\right)}
$$

8: Let $\mathcal{I}_{2}$ be the indices among $1, \ldots, M$ for which $x_{k} \in \mathcal{D}_{\gamma_{2}}$. Compute $\widehat{\partial C_{0}}\left(\mathcal{D}_{\gamma_{1}}, \mathcal{D}_{\gamma_{2}}\right), \widehat{C}_{0}\left(\mathcal{D}_{\gamma_{2}}\right)$ via

$$
\widehat{\partial C_{0}}\left(\mathcal{D}_{\gamma_{1}}, \mathcal{D}_{\gamma_{2}}\right):=\sum_{k \in \mathcal{I}_{2}} z_{k} \widehat{\mathrm{~d}^{(2)} \phi}\left(x_{k}\right) \otimes \phi\left(x_{k}\right), \quad \widehat{C}_{0}\left(\mathcal{D}_{2}\right)=\sum_{k \in \mathcal{I}_{2}} z_{k}^{\prime} \varphi\left(x_{k}, x_{k}\right)
$$

where $z$ (and similarly, $\left.z^{\prime}\right)^{7}$ is obtained as $z=H^{-1} h$, with $H_{i, j}=\left\langle\mathrm{d}^{(2)} \phi\left(x_{i}\right) \otimes \phi\left(x_{i}\right), \mathrm{d}^{(2)} \phi\left(x_{j}\right) \otimes \phi\left(x_{j}\right)\right\rangle$ for all $i, j \in \mathcal{I}_{2}, h_{j}=\frac{1}{M} \sum_{i=1}^{M}\left\langle\mathrm{~d}^{(2)} \phi\left(x_{i}\right) \otimes \phi\left(x_{i}\right), \mathrm{d}^{(2)} \phi\left(x_{j}\right) \otimes \phi\left(x_{j}\right)\right\rangle, \quad \forall j \in \mathcal{I}_{2}$.
9: Compute $\widehat{\mathcal{A}}_{\varepsilon}^{\tau}\left(\mathcal{D}_{\gamma_{1}}, \mathcal{D}_{\gamma_{2}}\right)$ via

$$
\widehat{\mathcal{A}}_{\varepsilon}^{\tau}\left(\mathcal{D}_{\gamma_{1}}, \mathcal{D}_{\gamma_{2}}\right):=\widehat{\partial C}_{0}\left(\mathcal{D}_{\gamma_{1}}, \mathcal{D}_{\gamma_{2}}\right)\left(\widehat{C}_{0}\left(\mathcal{D}_{\gamma_{2}}\right)+\varepsilon \mathrm{id}\right)^{-1}
$$

[^6]
## M. Constructing Eigenfunctions from Finite-Dimensional Matrices

In this section, we construct eigenfunctions of the sparse approximation of Koopman operator using Gram matrices over sparse data. To that end, define

$$
\Phi_{X}=\left[\phi\left(x_{1}\right), \ldots, \phi\left(x_{d}\right)\right], \quad \Phi_{X^{+}}=\left[\phi\left(x_{1}^{+}\right), \ldots, \phi\left(x_{d}^{+}\right)\right]
$$

where $d=\left|\mathcal{D}_{\gamma}\right|$. Recall that the regularized sparse estimator of Koopman operator is given by $\widehat{\mathcal{K}}_{\varepsilon}=$ $\left(\widehat{C}_{X X}+\varepsilon \text { id }\right)^{-1} \widehat{C}_{X X^{+}}$. The sparse covariance and the cross-covariance operators in $\widehat{\mathcal{K}}_{\varepsilon}$ can be written as

$$
\begin{gathered}
\widehat{C}_{X X^{+}}=\Phi_{X} A_{\alpha} \Phi_{X+}^{\top}, \quad \widehat{C}_{X X}=\Phi_{X} A_{\beta} \Phi_{X}^{\top} \\
A_{\alpha}=\operatorname{diag}(\boldsymbol{\alpha}), \quad A_{\beta}=\operatorname{diag}(\boldsymbol{\beta})
\end{gathered}
$$

where $\alpha$ and $\beta$ are as defined in Section 3. Define the Gram matrices

$$
\begin{equation*}
G_{X X}:=\Phi_{X}^{\top} \Phi_{X}, \quad G_{X^{+} X}:=\Phi_{X^{+}}^{\top} \Phi_{X} \tag{104}
\end{equation*}
$$

so that $\left[G_{X X}\right]_{i j}=\kappa\left(x_{i}, x_{j}\right)$, and $\left[G_{X+X}\right]_{i j}=\kappa\left(x_{i}^{+}, x_{j}^{+}\right)$, and both $G_{X X}$ and $G_{X^{+} X}$ are elements of $\mathbb{R}^{d \times d}$. Using this notation, rewrite $\widehat{\mathcal{K}}_{\varepsilon}$ as

$$
\begin{align*}
\widehat{\mathcal{K}}_{\varepsilon} & =\left(\widehat{C}_{X X}+\varepsilon \mathrm{id}\right)^{-1} \widehat{C}_{X X^{+}} \\
& =\left(\Phi_{X} A_{\beta} \Phi_{X}^{\top}+\varepsilon \mathrm{id}\right)^{-1} \Phi_{X} A_{\alpha} \Phi_{X^{+}}^{\top} \\
& =\Phi_{X}\left(A_{\beta} \Phi_{X}^{\top} \Phi_{X}+\varepsilon I\right)^{-1} A_{\alpha} \Phi_{X^{+}}^{\top}  \tag{105}\\
& =\Phi_{X} \underbrace{\left(A_{\beta} G_{X X}+\varepsilon I\right)^{-1} A_{\alpha}}_{\Upsilon} \Phi_{X^{+}}^{\top} \\
& =\Phi_{X} \Upsilon \Phi_{X^{+}}^{\top},
\end{align*}
$$

where $\Upsilon:=\left(A_{\beta} G_{X X}+\varepsilon I\right)^{-1} A_{\alpha}$, and the third equality follows from the identity

$$
\begin{equation*}
(I+P Q)^{-1} P=P(I+Q P)^{-1} \tag{106}
\end{equation*}
$$

From Klus et al. 2020c, Proposition 3.1), we get that an operator of the form $\widehat{\mathcal{K}}_{\varepsilon}=\Phi_{X} \Upsilon \Phi_{X^{+}}^{\top}$ has an eigenvalue $\lambda$ with the corresponding eigenfunction

$$
\begin{equation*}
\varphi_{\lambda}(x)=\left(\Phi_{X} \boldsymbol{v}\right)(x)=\sum_{i=1}^{d} v_{i} \kappa\left(x_{i}, x\right) \tag{107}
\end{equation*}
$$

if and only if $\boldsymbol{v}=\left[v_{1}, \ldots, v_{d}\right]^{\top}$ is a right eigenvector of $\Upsilon G_{X^{+} X}$ associated with the same eigenvalue, i.e., $\Upsilon G_{X^{+}{ }_{X}} \boldsymbol{v}=\lambda \boldsymbol{v}$. Therefore, eigenfunctions of $\widehat{\mathcal{K}}_{\varepsilon}$ can be obtained by solving the finite-dimensional eigenvalue problem $\Upsilon G_{X+X} \boldsymbol{v}=\lambda \boldsymbol{v}$ based upon finite-dimensional Gram matrices $G_{X X}$ and $G_{X^{+}}$.
Along the same lines as above, we next construct the generator using finite dimensional matrices. Define

$$
\Phi_{X}=\left[\phi\left(x_{1}\right), \ldots, \phi\left(x_{d}\right)\right], \quad \mathrm{d}^{(2)} \Phi_{X}=\left[\mathrm{d}^{(2)} \phi\left(x_{1}\right), \ldots, \mathrm{d}^{(2)} \phi\left(x_{d}\right)\right]
$$

where $d=\left|\mathcal{D}_{\gamma}\right|$. Recall that the regularized sparse approximation of PF generator is given by $\widehat{\mathcal{A}}_{\varepsilon}=\widehat{\partial C}_{0}\left(\widehat{C}_{0}+\varepsilon \text { id }\right)^{-1}$. Per (34, we have

$$
\begin{gathered}
\widehat{\partial C}_{0}=\mathrm{d}^{(2)} \Phi_{X} A_{z} \Phi_{X}^{\top}, \quad \widehat{C}_{0}=\Phi_{X} A_{z^{\prime}} \Phi_{X}^{\top} \\
A_{z}=\operatorname{diag}(\boldsymbol{z}), \quad A_{z^{\prime}}=\operatorname{diag}\left(\boldsymbol{z}^{\prime}\right)
\end{gathered}
$$

Define finite dimensional matrices

$$
\begin{equation*}
G_{10}=\mathrm{d}^{(2)} \Phi_{X}^{\top} \Phi_{X}, G_{00}=\Phi_{X}^{\top} \Phi_{X} \tag{108}
\end{equation*}
$$

where, due to the partial derivative reproducing property, entries of matrix $G_{10}$ are given by

$$
\begin{align*}
{\left[G_{10}\right]_{p q} } & =\left\langle\mathrm{d}^{(2)} \phi\left(x_{p}\right), \phi\left(x_{q}\right)\right\rangle_{\mathcal{H}} \\
& =\left\langle\sum_{i=1}^{n} b_{i}\left(x_{p}\right) D^{e_{i}} \phi\left(x_{p}\right)+\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j}(x) D^{e_{i}+e_{j}} \phi\left(x_{p}\right), \phi\left(x_{q}\right)\right\rangle_{\mathcal{H}} \\
& =\sum_{i=1}^{n} b_{i}\left(x_{p}\right)\left\langle D^{e_{i}} \phi\left(x_{p}\right), \phi\left(x_{q}\right)\right\rangle_{\mathcal{H}}+\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j}\left(x_{p}\right)\left\langle D^{e_{i}+e_{j}} \phi\left(x_{p}\right), \phi\left(x_{q}\right)\right\rangle_{\mathcal{H}}  \tag{109}\\
& =\sum_{i=1}^{n} b_{i}\left(x_{p}\right) D^{\left(e_{i}, 0\right)} \kappa\left(x_{p}, x_{q}\right)+\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j}\left(x_{p}\right) D^{\left(e_{i}+e_{j}, 0\right)} \kappa\left(x_{p}, x_{q}\right)
\end{align*}
$$

Using this notation and following the same logic as the previous case, the eigenfunction of $\widehat{\mathcal{A}}_{\varepsilon}$ has an eigenvalue $\lambda$ with the corresponding eigenfunction

$$
\begin{equation*}
\varphi_{\lambda}(x)=\left(\Phi_{X} G_{00}^{-1} \boldsymbol{v}\right)(x) \tag{110}
\end{equation*}
$$

if and only if $\boldsymbol{v}$ is a right eigenvector of $A_{z} G_{10}\left(A_{z^{\prime}} G_{00}+\varepsilon I\right)^{-1}$ associated with the same eigenvalue.

## N. Partial Derivatives of the Gaussian Kernel

Consider the Gaussian kernel $\kappa(x, y)=\exp \left(-\|x-y\|^{2} /\left(2 \sigma^{2}\right)\right)$ with $\sigma>0$. The first-order partial derivative of $\kappa(x, y)$ w.r.t $x$ is given by

$$
D^{\left(e_{i}, 0\right)} \kappa(x, y)=-\frac{1}{\sigma^{2}}\left(x_{i}-y_{i}\right) \kappa(x, y)
$$

Applying the partial derivative reproducing property, if $i=j$, then we have

$$
\begin{align*}
D^{\left(e_{i}, e_{i}\right)} \kappa(x, y) & =\left\langle\left(D^{e_{i}} \kappa\right)_{x},\left(D^{e_{i}} \kappa\right)_{y}\right\rangle \\
& =\left\langle\lim _{h \rightarrow 0} \frac{\kappa\left(x+h e_{i}, \cdot\right)-\kappa(x, \cdot)}{h},\left(D^{e_{i}} \kappa\right)_{y}\right\rangle \\
& \stackrel{(a)}{=} \lim _{h \rightarrow 0}\left\langle\frac{\kappa\left(x+h e_{i}, \cdot\right)-\kappa(x, \cdot)}{h}, D^{\left(0, e_{i}\right)} \kappa(\cdot, y)\right\rangle \\
& \stackrel{(b)}{=} \lim _{h \rightarrow 0} \frac{D^{\left(0, e_{i}\right)} \kappa\left(x+h e_{i}, y\right)-D^{\left(0, e_{i}\right)} \kappa(x, y)}{h} \\
& =\lim _{h \rightarrow 0} \frac{\frac{1}{\sigma^{2}}\left(x_{i}+h-y_{i}\right) \kappa\left(x+h e_{i}, y\right)-\frac{1}{\sigma^{2}}\left(x_{i}-y_{i}\right) \kappa(x, y)}{h}  \tag{111}\\
& =\lim _{h \rightarrow 0}\left(\frac{\frac{1}{\sigma^{2}} h \kappa\left(x+h e_{i}, y\right)}{h}+\frac{\frac{1}{\sigma^{2}}\left(\left(x_{i}-y_{i}\right) \kappa\left(x+h e_{i}, y\right)-\left(x_{i}-y_{i}\right) \kappa(x, y)\right)}{h}\right) \\
& =\frac{1}{\sigma^{2}} \lim _{h \rightarrow 0} \kappa\left(x+h e_{i}, y\right)+\frac{1}{\sigma^{2}}\left(x_{i}-y_{i}\right) \lim _{h \rightarrow 0} \frac{\left[\kappa\left(x+h e_{i}, y\right)-\kappa(x, y)\right]}{h} \\
& =\frac{1}{\sigma^{2}} \lim _{h \rightarrow 0} \kappa\left(x+h e_{i}, y\right)+\frac{1}{\sigma^{2}}\left(x_{i}-y_{i}\right) D^{\left(e_{i}, 0\right)} \kappa(x, y) \\
& =\left(\frac{1}{\sigma^{2}}-\frac{1}{\sigma^{4}}\left(x_{i}-y_{i}\right)^{2}\right) \kappa(x, y),
\end{align*}
$$

where in line (a), we use the continuity of inner product to exchange limit with inner product and (b) follows from the partial derivative reproducing property. When $i \neq j$,

$$
\begin{align*}
D^{\left(e_{i}, e_{j}\right)} \kappa(x, y) & =\left\langle\left(D^{e_{i}} \kappa\right)_{x},\left(D^{e_{j}} \kappa\right)_{y}\right\rangle \\
& =\left\langle\lim _{h \rightarrow 0} \frac{\kappa\left(x+h e_{i}, \cdot\right)-\kappa(x, \cdot)}{h},\left(D^{e_{j}} \kappa\right)_{y}\right\rangle \\
& \stackrel{(a)}{=} \lim _{h \rightarrow 0}\left\langle\frac{\kappa\left(x+h e_{i}, \cdot\right)-\kappa(x, \cdot)}{h}, D^{\left(0, e_{j}\right)} \kappa(\cdot, y)\right\rangle \\
& \stackrel{(b)}{=} \lim _{h \rightarrow 0} \frac{D^{\left(0, e_{j}\right)} \kappa\left(x+h e_{i}, y\right)-D^{\left(0, e_{j}\right)} \kappa(x, y)}{h} \\
& =\lim _{h \rightarrow 0} \frac{\frac{1}{\sigma^{2}}\left(x_{j}-y_{j}\right) \kappa\left(x+h e_{i}, y\right)-\frac{1}{\sigma^{2}}\left(x_{j}-y_{j}\right) \kappa(x, y)}{h}  \tag{112}\\
& =\lim _{h \rightarrow 0} \frac{1}{\sigma^{2}}\left(x_{j}-y_{j}\right) \frac{\kappa\left(x+h e_{i}, y\right)-\kappa(x, y)}{h} \\
& =\frac{1}{\sigma^{2}}\left(x_{j}-y_{j}\right) \lim _{h \rightarrow 0} \frac{\kappa\left(x+h e_{i}, y\right)-\kappa(x, y)}{h} \\
& =\frac{1}{\sigma^{2}}\left(x_{j}-y_{j}\right) D^{\left(e_{i}, 0\right)} \kappa(x, y) \\
& =-\frac{1}{\sigma^{4}}\left(x_{i}-y_{i}\right)\left(x_{j}-y_{j}\right) \kappa(x, y) .
\end{align*}
$$

Likewise, the second-order derivatives are given by

$$
\begin{aligned}
& D^{\left(e_{i}+e_{j}, 0\right)} \kappa(x, y)= \begin{cases}\left(\frac{1}{\sigma^{4}}\left(x_{i}-y_{i}\right)^{2}-\frac{1}{\sigma^{2}}\right) \kappa(x, y) & i=j \\
\frac{1}{\sigma^{4}}\left(x_{i}-y_{i}\right)\left(x_{j}-y_{j}\right) \kappa(x, y) & i \neq j\end{cases} \\
& D^{\left(e_{i}+e_{j}, e_{p}\right)} \kappa(x, y)= \begin{cases}\frac{1}{\sigma^{4}}\left(\frac{1}{\sigma^{2}}\left(x_{p}-y_{p}\right)^{2}-3\right)\left(x_{p}-y_{p}\right) \kappa(x, y) & i=j=p \\
\frac{1}{\sigma^{4}}\left(\frac{1}{\sigma^{2}}\left(x_{p}-y_{p}\right)^{2}-1\right)\left(x_{q}-y_{q}\right) \kappa(x, y) & i \neq j, p \neq q, q \in\{i, j\} \\
\frac{1}{\sigma^{4}}\left(\frac{1}{\sigma^{2}}\left(x_{i}-y_{i}\right)^{2}-1\right)\left(x_{p}-y_{p}\right) \kappa(x, y) & i=j \neq p,\end{cases} \\
& D^{\left(e_{i}+e_{j}, e_{p}+e_{q}\right)} \kappa(x, y)= \begin{cases}\left(\frac{1}{\sigma^{6}}\left(\frac{\left(x_{p}-y_{p}\right)^{2}}{\sigma^{2}}-6\right)\left(x_{p}-y_{p}\right)^{2}+\frac{3}{\sigma^{4}}\right) \kappa(x, y) & i=j=p=q \\
\left(\frac{1}{\sigma^{6}}\left(\frac{\left(x_{p}-y_{p}\right)^{2}}{\sigma^{2}}-3\right)\left(x_{p}-y_{p}\right)\left(x_{i}-y_{i}\right)\right) \kappa(x, y) & i \neq j, p=q \\
\left(\frac{1}{\sigma^{6}}\left(\frac{\left(x_{p}-y_{p}\right)^{2}}{\sigma^{2}}-1\right)\left(x_{i}-y_{i}\right)^{2}+\frac{1}{\sigma^{4}}-\frac{1}{\sigma^{6}}\left(x_{p}-y_{p}\right)^{2}\right) \kappa(x, y), & i=j \neq p=q, \\
\left(\frac{1}{\sigma^{6}}\left(\frac{\left(x_{i}-y_{i}\right)^{2}}{\sigma^{2}}-3\right)\left(x_{p}-y_{p}\right)\left(x_{i}-y_{i}\right)\right) \kappa(x, y), & i=j, p \neq q, \\
\left(\frac{1}{\sigma^{6}}\left(\frac{\left(x_{p}-y_{p}\right)^{2}}{\sigma^{2}}-1\right)\left(x_{i}-y_{i}\right)^{2}+\frac{1}{\sigma^{4}}-\frac{1}{\sigma^{6}}\left(x_{p}-y_{p}\right)^{2}\right) \kappa(x, y) & i \neq j, p \neq q\end{cases}
\end{aligned}
$$
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[^1]:    ${ }^{1}$ It was brought to our attention that an alternate analytical framework presented in (Li et al., 2022), which in turn relies on (Steinwart \& Scovel 2012, Fischer \& Steinwart 2020), holds promise to improve the $\mathcal{O}\left(\varepsilon^{-2}\right)$ dependency on the regularization parameter $\varepsilon$.
    ${ }^{2}$ Such an assumption is satisfied when coefficients $\beta \geq 0$. An alternative estimate which satisfies the positive semi-definiteness of $\widehat{C}_{X X}$ is by using uniform weights,i.e., $\alpha=\beta=\frac{1}{|\mathcal{I}|} \mathbf{1}$. This will introduce an additional error term in (13) depending on $\gamma, B_{\kappa}, M$, which encodes the effect of weights adjustments.

[^2]:    ${ }^{3}$ When restricted to stationary Markov processes, an alternate but equivalent definition is given by Aït-Sahalia et al. 2010. Definition 8)

[^3]:    ${ }^{4}$ See the remark in Theorem 1

[^4]:    ${ }^{5}$ See (Anthony et al. 1999) for the definitions.

[^5]:    ${ }^{6}$ in the sense of Schilling (2021 Definition 19.1).

[^6]:    ${ }^{7}$ Alternatively, one can use uniform weights, i.e., $\alpha=\beta=\frac{1}{\left|\mathcal{I}_{1}\right|} \mathbf{1}, z=z^{\prime}=\frac{1}{\left|\mathcal{I}_{2}\right|} \mathbf{1}$. See Footnote 2 for details.

