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Abstract
Identifying prognostic genes associated with pa-
tient survival is an important goal in cancer ge-
nomics, as this information could inform treat-
ment approaches and improve patient outcomes.
However, the identification of prognostic genes
is complicated by the high dimensionality of ge-
netic data, which makes their identification com-
putationally intensive. Furthermore, most can-
cer genomics studies lack appropriate low-risk
groups against which to compare. To address
these issues, we present a framework that iden-
tifies candidate prognostic genes by integrating
representation learning and statistical analysis ap-
proaches. Specifically, we propose a collaborative
filtering-derived mechanism to represent patients
in order of their survival risk, facilitating their di-
chotomization. We also propose a mechanism that
allows embedded gene vectors to be polarized on
the extremities of, or centered on, both reference
axes to facilitate recommendations. Restricting
our analysis to a few representative genes within
each cluster allowed for the efficient identification
of prognostic genes. Finally, we demonstrate the
potential of this proposed framework for identify-
ing prognostic genes.

1. Introduction
Cancer remains a leading cause of death globally, and iden-
tifying prognostic biomarkers is an essential goal in the
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field of cancer genomics (Raman et al., 2019; Tran et al.,
2022). The recent application of genomic, transcriptomic,
and proteomic technologies to the field has resulted in the
development of various genetic biomarkers associated with
increased mortality (Campbell et al., 2020; Docking et al.,
2021; Sundar et al., 2022). Accordingly, a more comprehen-
sive understanding of the risks associated with individual
genes may inform treatment decisions and impact patient
outcomes.

The identification of biomarkers is facilitated when there is a
clear dichotomy between high- and low-risk groups (Raman
et al., 2019). In practice, however, this dichotomy can be
difficult to achieve, because most cancer genomics studies
are performed exclusively on cancer populations and lack a
low-risk comparison group (i.e., normal subjects) (Suntsova
et al., 2019).

One approach to help rectify this limitation is to dichotomize
cancer patients into short- and long-term survivors based
on their median gene expression (Raman et al., 2019; Alves
et al., 2021), or the median hazard ratio (HR) of the Cox
proportional-hazards (CPH) model (Cai et al., 2019; Dock-
ing et al., 2021). However, this approach is limited as the
groups are divided equally under the strong assumption
that the dichotomy exists at these median values (DeCoster
et al., 2011; Altman & Royston, 2006). Other researchers
have attempted to cluster genes according to their molecular
patterns and then explore differences in the survival risks
of these gene clusters (Beer et al., 2002; Witkiewicz et al.,
2015). This approach is powerful, as it can group numerous
gene features to facilitate interpretation (Campbell et al.,
2020); however, its drawbacks are that it stratifies patients
based exclusively on genetic patterns while ignoring differ-
ences in survival risk in the underlying groups, and explores
the associations between gene clusters rather than those
between individual genes and mortality.

Here, we propose a new framework1 that addresses these
issues. We dichotomize patients based on their survival risk
while recommending individual prognostic genes expressed
at statistically different levels between the resulting groups.

1The code is available at https://github.com/
JunetaeKim/SurProGenes.
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The overall framework, from data preprocessing to the rec-
ommendation of prognostic genes, is depicted in Figure 4,
and the highlights of our work are as follows:

Risk-ordered representation: We propose a novel mecha-
nism to represent patient entities in order of risk in a vector
space, based on the principle of collaborative filtering (CF)
(Sarwar et al., 2001). This mechanism allows both the sur-
vival risk, inferred from the time-to-event data (Cox, 1972),
and multiple gene expression patterns to be addressed during
the embedding process.

Patient dichotomization: We developed a method to divide
the patients into low- and high-risk groups based on risk
differences, using the distances between the patient vectors.

Gene recommendation: We developed a mechanism to
represent the genes, correlate them with survival risk, and
cluster them. Moreover, we propose a mechanism for recom-
mending prognostic genes that differ significantly between
the dichotomous risk groups.

Evaluation: We evaluated the recommendations regard-
ing patient dichotomization and the statistical differences
in gene variables between the dichotomous groups. One
challenge with the statistical evaluation of genomic data is
that hypothesis testing for every individual gene is computa-
tionally heavy. Thus, to reduce computational demands and
facilitate our evaluation, we focused on a subset of candidate
genes near the centroids of their respective gene clusters.

Pan-cancer analysis: Pan-cancer analysis involves identi-
fying common mutational patterns between different cancer
types. It has been receiving increased attention as it pro-
vides a deeper understanding of cancer (Campbell et al.,
2020). Following this trend, we simultaneously identified
prognostic genes across multi-cancer cohorts.

The major contributions of this study are as follows:

• We developed a mechanism to represent and di-
chotomize patient entities in order of survival risk using
time-to-event data. This mechanism can be extended
to other CF models dealing with survival risk.

• We developed a mechanism to induce feature vectors
(i.e., items) to be either polarized on the extremities
of the two reference axes or centered on both of them.
This mechanism facilitates the recommendation of fea-
tures that differ significantly between the two groups
(i.e., users).

• We developed a framework that incorporates repre-
sentation learning into the task of defining test and
comparison groups for statistical hypothesis testing.

2. Related works
Gene expression: Gene expression, the process by which
the proteins that make up an organism are formed by genes,
can be quantified by protein levels (Crick, 1970). Expression
levels are influenced by various factors such as environmen-
tal factors, gene mutations, and molecules (Hallgrimsson
& Hall, 2005). Normal and cancer cells show differences
in expression; thus, studies have been conducted to iden-
tify genes related to cancer development and survival risk
based on these differences (Raman et al., 2019; Alves et al.,
2021; Cai et al., 2019; Docking et al., 2021). The expression
differences between groups of interest are assessed using
various statistical models (Robinson & Smyth, 2008).

Survival analysis: Survival analysis is a method of model-
ing the time remaining until death (Cox, 1972). The CPH
model has been commonly employed for survival analy-
sis in the field of cancer-genomics (Raman et al., 2019;
Cox, 1972). The risk of subjecti at time t can be mod-
eled as λ(t|Xi) = λ0(t) exp(XiB), where X , B, and λ0(t)
represent the covariates, coefficients, and baseline hazard,
respectively. To estimate B and λ0(t), the likelihood func-
tion, which divides the risk of the subjects by the cumulative
risk of the non-event group, is maximized. Moreover, time-
to-event data, which consist of time lengths between obser-
vations and the start of follow-up (TL), and an indicator of
whether the event occurred are required (Cox, 1972).

Recently, several studies have attempted to develop machine
learning-based survival models using gene expression data.
These studies involved performance comparisons between
machine learning and conventional models (Ching et al.,
2018), training methods with data from multiple cancer
cohorts (Kuruc et al., 2022), processing methods for high-
dimensional genetic data (Qiu et al., 2020), and feature
discovery (Sundar et al., 2022). However, no attempt has
been made to represent patient entities in order of their
survival risk.

Collaborative filtering with side-information: As a rep-
resentative recommendation algorithm, CF learns an asso-
ciation between two heterogeneous entities, such as a rela-
tionship between users and items (Koren et al., 2009). In
recent years, various attempts have been made to introduce
side-information into CF models to improve their recom-
mendation performance. Representative examples of such
side-information include genres in movie recommendation
(Singh & Gordon, 2008), social relations in political-party
prediction (Nickel et al., 2011), and topics in article rec-
ommendation (Wang & Blei, 2011). Among the various
reported methods, those that are similar to this work use
side-information for regularization. Specifically, they regu-
larize model training so that the process of embedding the
entities depends on the side-information (Dong et al., 2017).
Despite best practices in these areas, no attempt has been
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Figure 1. Outline of the proposed model.

made to incorporate survival risk, a key indicator in the
medical field, into the patient embedding process.

Survival risk clustering: The methods for survival risk
clustering can be divided into two broad streams. The first
stream is characterized by obtaining survival risk strata
based on given gene clusters without clustering the survival
risks themselves (Beer et al., 2002; Witkiewicz et al., 2015).
Recently, various machine learning algorithms have been
developed for clustering genes while projecting them into a
low-dimensional space (Karim et al., 2020).

The second stream, which is similar to our work, is charac-
terized by clustering the survival risks themselves. Previous
methods in this stream model the cumulative hazard func-
tion (CHF) as a mixture of the distribution components,∑K

k=1 P (z = k|x)λ(t|X) (Nagpal et al., 2021; Jeanselme
et al., 2022); the individual hazard risks are assigned to cer-
tain clusters according to the mixture weight, P (Z|x). Our
study differs from these previous studies in two respects.
In terms of purpose, previous studies focused on algorithm
development for CHF clustering itself, while we established
a methodological strategy for identifying statistically differ-
ent features among the dichotomous groups discovered by
the model. In terms of mechanism, our algorithm incorpo-
rates survival risk into the representations of the patients and
genes, which has not been attempted previously, allowing
the embedded vectors to be ordered by survival risk.

3. Methodology
The proposed model comprises three novel mechanisms
(illustrated in Figure 1). We used the term ‘dichotomization’
for patient clustering because the patients were divided into
two groups: high- and low-risk. The following notations
and definitions were used in this study.

Let v, w ∈ R1×E be row vectors and M ∈ RD×E be a
matrix. Denoting ∥v∥2 as the L2-norm of v, we defined
v̂ = v

∥v∥2
, with M̂ denoting a matrix whose rows have

been L2-normalized. The cosine similarity of two vectors is
defined as Sc(v, w) = v̂ × ŵT . Denoting I = {x ∈ R|0 ≤
x ≤ 1}, we defined the arccosine angle distance (ArcD) in
two ways as follows: First, the ArcD between two vectors

is defined as

Dθ(v, w) =
1

π
cos−1(Sc(v, w)) ∈ I (1)

and second, the ArcD between a vector and a matrix is
defined as Dθ(v,M) = min1≤k≤D Dθ(v,Mk), where Mk

is the k-th row of M .

In this study, P and G represent the number of patients
and genes, respectively. The hyperparameters CP and CG

represent the number of patient and gene clusters, respec-
tively, and E is the dimension size of the embedding vector
space. Herein, we set CP = 2, CG = 5, and E = 50. We
denote PEM ∈ RP×E and GEM ∈ RG×E as the embedded
matrices of the patients and genes, respectively. Moreover,
PCM ∈ RCP×E and GCM ∈ RCG×E represent matrices
for the centroids of the patient and gene clusters, respec-
tively. These matrices are trainable weights, denoted as
W = {PEM,GEM,PCM,GCM}. W is learned by minimizing
Total Loss, the sum of the objective functions (Figure 1),
as expressed in the following equation:

Ŵ = argmin
W

Total Loss. (2)

3.1. Similarity-based embedding mechanism (SEM)

Like the mechanisms in other CF models, SEM represents
the patient and gene entities in a new vector space (Fig-
ure 2(a)). These entities are projected to minimize the
difference between the cosine similarity-based predictand
and actual gene expression. We also introduced the term
ω̃g = max1≤k≤CG

Sc(GEMg,GCMk) to multiply the pre-
dictand by ω̃g. This allows W to be trained such that the
maximum similarity between a gene entity and its cluster
centroid is proportional to the predictand. Hence, highly
expressed genes should gather around the centroid and be
representative of their respective cluster. As the true gene
expression was normalized between 0 and 1, the predictand
was also scaled. Thus, the predictand, the weighted gene
expression, ŴGX ∈ IP×G, is defined as

ŴGXp,g = 0.5 + 0.5× Sc(PEMp,GEMg)× ω̃g. (3)

Accordingly, the proposed objective function, lossGX , is

lossGX =
1

PG

P∑
p=1

G∑
g=1

(GXp,g − ŴGXp,g)
2, (4)

where GXp,g is the normalized true gene expression for the
g-th gene of the p-th patient.

3.2. Risk ordering mechanism (ROM)

ROM quantifies survival risk and sorts the patient and gene
entities in order of their risk during the embedding process.
Inspired by the CPH model estimation (Cox, 1972), ROM
was designed for time-to-event data.
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(a) SEM (b) PROM

(c) GROM (d) ACAM (e) Intuition of ACAM
Figure 2. The proposed model. T , ⊗, and ⊚ denote transposition, matrix multiplication, and element-wise multiplication, respectively. In
(c), the operation ⊛ with single input v ∈ RG returns the matrix M ∈ RG×G defined as Mi,j = ∥vi − vj∥2. The main models with
ACAM are marked with †. In (e), the upper figure describes the soft-direction according to cosine similarity to either p⃗hr or p⃗lr , and the
lower figure represents the arccosine angle adjustment level according to similarity to the lowest risk.

3.2.1. PATIENT-ORIENTED ROM (PROM)

Figure 2(b) describes the structure of PROM. The matrix
PED is defined as PEDi,j = Dθ(PEMi,PEMj). The ex-
ogenous matrix DTL is defined as the normalized values
(between 0 and 1) of the TL differences among all patients.

DTL only contains information about the time length differ-
ences among the patients without including death or survival
events. Hence, PRM was introduced, restricting the model
training to DTL values that showed comparable risks during
the ROM process.

For example, let us suppose there are three patients, patient
A, dead patient B, and surviving patient C. Given TLB <
TLA < TLC , herein, we may consider that patient B has
an obviously higher risk while patient C has an obviously
lower risk than patient A. Based on this intuition, the matrix
PRM is defined as

PRMi,j=


1, if (TLi>TLj) & (eventj=death),
1, if (TLi<TLj) & (eventj=censored),
0, otherwise.

(5)

Ultimately, the proposed objective function for PROM is

Rlosspat=
1

P 2

P∑
i=1

P∑
j=1

PRMi,j(DTLi,j−PEDi,j)
2. (6)

3.2.2. GENE-ORIENTED ROM (GROM)

As with the patient vectors, the gene vectors were embed-
ded to correlate with the survival risk. Assuming all the
patients were correctly ordered according to their risks dur-
ing PROM, all the genes can be ordered efficiently, based

on a specific patient vector as a reference. The vector PEMlr

of the lowest risk patient, the survivor with the longest TL,
was chosen as the reference, owing to its obvious and under-
standable baseline nature.

Technically, GROM (Figure 2(c)) orders the gene enti-
ties by equalizing (1) GED, which comprises the ArcDs
among GEMi, and (2) GLDeud, which comprises the differ-
ences among the ArcDs of GEMi and the reference vector
PEMlr. Specifically, the matrices GED and GLDeud are
defined as GEDi,j = Dθ(GEMi,GEMj) and GLDeudi,j =
∥GLDi − GLDj∥2, respectively. Here, GLD is a vector of
the ArcDs between GEMi and PEMlr, defined as GLDi =
Dθ(GEMi,PEMlr). Accordingly, the proposed objective
function for GROM is

Rlossgene =
1

G2

G∑
i=1

G∑
j=1

(GLDeudi,j − GEDi,j)
2. (7)

3.2.3. ARCCOSINE ANGLE ADJUSTMENT MECHANISM
(ACAM)

To facilitate prognostic gene recommendations, the gene
entities should be clearly distinguished between the genes
with low and high expression values. Thus, we propose an
additional mechanism, ACAM.

Let us suppose there are two gene vectors g⃗x and g⃗y, with
high but not very high cosine similarity to the lowest risk
patient vector p⃗lr and to the highest risk patient vector p⃗hr,
respectively (Figure 2(e)). ACAM is the process of adjusting
ArcD between g⃗x and p⃗lr or ArcD between g⃗y and p⃗hr
according to their cosine similarities, so that g⃗x or g⃗y rotates
toward the neutral axis during the embedding process (top
of Figure 2(e)). The closer the similarity is to 1 or 0, the
less the angle is adjusted, and the closer the similarity is to
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0.5, the more the angle is adjusted (bottom of Figure 2(e)).

Technically, as shown in Figure 2(d), the adjustment term
∆θ ∈ R1×G is defined as follows:

∆θg = SoftDirg ×Magng × ϑ, (8)

where ϑ is a hyperparameter for the weight. The soft-
direction, SoftDirg is the rotation direction of GEMg, de-
fined as SoftDirg = 0.5 − GLDg. If GLDg is less than
0.5, GEMg is close to PEMlr, otherwise it is close to PEMhr,
the vector of the dead patient with the shortest TL. Hence,
given PEMlr as the reference, a negative GLDg rotates the
angle, pulling GEMg towards the neutral axis, and vice versa.
Additionally, the rotation magnitude, Magng is defined as

Magng = exp (− exp(∆LHg)) ,where (9)

∆LHg = |Sc(GEMg,PEMlr)− Sc(GEMg,PEMhr)|. (10)

Thus, ACAM can change the adjustment level according
to SoftDir and Magn. Further details are presented in
Appendix B.

When ACAM is applied, GLD and GLDeud are replaced
by GLD and GLDeud, defined as GLD = GLD + ∆θ and
GLDeudi,j = ∥GLDi − GLDj∥2, respectively. Thus, the
proposed objective function for GROM with ACAM is

Rlossgene =
1

G2

G∑
i=1

G∑
j=1

(GLDeudi,j − GEDi,j)
2. (11)

3.3. Dichotomization and clustering mechanism

In this work, the patients were dichotomized to define low-
risk and high-risk groups, and the genes were clustered to
recommend candidates close to the cluster centroids. For
a generalizable expression, we used the term EM for PEM
and GEM, and CM for PCM and GCM. The principle of this
clustering is to train the centroids, CMs. Then, EMi, with
k̂ defined as k̂ = argmaxk Sc(EMi,CMk), is assigned to
CMk=k̂.

In general, higher intra-cluster cohesion and higher inter-
cluster separation indicate better clustering performance
(Zhou & Gao, 2014). Thus, we proposed two losses for
clustering: CHloss to reduce the within-cluster ArcD and
SP loss to widen the inter-cluster ArcD. The detailed func-
tions for the gene and patient clustering are presented in
Appendix C.

CHloss =
1

N

N∑
i=1

Dθ(EMi,CM) (12)

SP loss =
1

M

M∑
j=1

(
1−min

k ̸=j
Dθ(CMj ,CMk)

)
(13)

4. Experiments and evaluation
4.1. Data sources and preprocessing

RNA sequencing gene expression data for eight tumor co-
horts from The Cancer Genome Atlas were analyzed in this
study. The method of downloading the data via GitHub
repositories was introduced in a previous study (Kuruc et al.,
2022).

The eight tumor cohorts were grouped into four tumor types,
as per previous research (Kuruc et al., 2022). Specifically,
these were: (1) the GLIOMA group, which included 153
cases (102 deaths) of glioblastoma multiforme and 473 cases
(82 deaths) of low-grade brain glioma; (2) the KIPAN group,
which included 64 cases (8 deaths) of kidney chromophobe,
516 cases (159 deaths) of kidney renal clear cell carcinoma,
and 252 cases (29 deaths) of kidney renal papillary cell
carcinoma; (3) the BRCA group, which included 1,012
cases (101 deaths) of invasive breast carcinoma; and (4)the
COLO group, which included 339 cases (54 deaths) of
colon adenocarcinoma and 133 cases (10 deaths) of rectum
adenocarcinoma.

Our analyses were restricted to genes having variance values
in the first quartile (Kuruc et al., 2022). Expression values,
which were the predictands of the models, were normalized
to between 0 and 1 after log-transformation (Robinson &
Smyth, 2008). Normalization was performed separately for
each group, as we expected the characteristics of the four
tumor types to differ. Then, all 2,942 patients and 17,526
gene entities were assigned integer identifiers indicating the
embedded vectors to be trained after sorting the patients by
the event (descending) and TL (ascending). Also, DTL and
PRM were generated based on the time-to-event data.

4.2. Performance comparisons using various settings

4.2.1. ABLATION STUDY SETTINGS

Five ablation models, developed according to five mecha-
nisms, were evaluated. In addition, the performance dif-
ferences between three RCFR AC models developed with
different hyperparameter ϑ values for ACAM were investi-
gated. Details of the model settings are presented in Table 1.

4.2.2. EVALUATION METRICS

All models were evaluated based on eight metrics. For
model-level assessment, metrics initially measured at the
tumor level were summarized at the model level, as shown
below.

Significant differences in survival risk: Statistical tests
were performed for the four tumor types to test the null
hypothesis that there were no differences in survival risk
between the dichotomous groups. For these tests, CPH
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Table 1. Model settings. Real numbers in the ACAM column repre-
sent hyperparameter value ϑ. Main models are indicated by a super-
script †. * and ** indicate WGX∗

p,g = 0.5+0.5×Sc(PEMp,GEMg)
and WGX∗∗

p,g = (PEMp × GEMT
g )× ω̃g , respectively.

Model SEM PROM GROM GCM ACAM

A
bl

at
io

n

CFR Eq.3 - - Eq.14 & 16 -
RCFRNoGROM Eq.3 Eq.6 - Eq.14 & 16 -
RCFR Eq.3 Eq.6 Eq.7 Eq.14 & 16 -
RCFR ACNoCL * Eq.6 Eq.11 - 3.0
RCFR ACNoSIM ** Eq.6 Eq.11 Eq.14 & 16 3.0

M
ai

n RCFR AC†1 Eq.3 Eq.6 Eq.11 Eq.14 & 16 1.0
RCFR AC†2 Eq.3 Eq.6 Eq.11 Eq.14 & 16 2.0
RCFR AC†3 Eq.3 Eq.6 Eq.11 Eq.14 & 16 3.0

regression analyses were conducted using a binary variable
indicating the group to which each patient belonged (Cox,
1972). The maximum, SigSurv , of the p-values for the four
tumor types was used for the summarized metric.

Degree of size balance between patient groups: The ratio
of the minimum group size to the maximum group size was
employed to evaluate the degree of size balance between the
dichotomous groups. The ratio, BalDicho, was aggregated
at the model level by selecting the minimum value of the
ratios for the four tumor types.

Effect size of the differences in survival risk: The effect
size of the differences in survival risk between the dichoto-
mous groups was examined for the four tumor types. The
effect size was measured based on an absolute coefficient
value of the binary variable in the CPH regression (Cox,
1972). Among the effect sizes for the four tumor types, the
minimum, ESSurv

min , and mean, ESSurv
mean, were employed.

Significant differences in gene expression: Statistical tests
were conducted with the null hypothesis of no difference in
the expression of the K selected genes between the dichoto-
mous groups. The set of K genes comprised those with
embedded vectors closest to GCM. Here, K was determined
by the formula: K =

∑5
i=1 min(Kn,GCEni), where Kn

is a hyperparameter indicating the maximum number of
genes for selection, and GCEni is the number of genes in
GCMi. Accordingly, potential K genes that show differences
between the patient groups should be recommended as can-
didates. For testing, a Welch’s t-test was performed for
each candidate by tumor type, and each p-value, adjusted by
the Benjamini-Hochberg method (Benjamini & Hochberg,
1995), was obtained. Next, the ratio of significant genes
(p<0.05) for each tumor type was calculated. Finally, the
minimum, SigRGene

min , and mean, SigRGene
mean, of the ratios

for the four tumor types were employed.

Effect size of differences in gene expression: The effect
size of the differences in gene expression between the di-

Algorithm 1 Model evaluation and selection
INPUT: M = (mt,i,j) ∈ RT×I×J , MTR
Ω = {}
A. for t̂ ∈ {1, . . . , T}

µi,j ← {mt,i,j | t = t̂}
B. for ĵ ∈MTR

µ̃i,j=ĵ ←
µi,j=ĵ−mini µi,j=ĵ

maxi µi,j=ĵ−mini µi,j=ĵ

end
C. µ̂i ← 1

J

{
(1− µ̃i,j=SigSurv ) +

∑MTR
j ̸=SigSurv µ̃i,j

}
D. Ω← Ω ∪ {µi∗,j | i∗ = argmaxi µ̂i, j ∈MTR}

end
OUTPUT: Ω

chotomous groups was evaluated. The effect size for each
candidate gene was initially obtained using absolute Co-
hen’s d (Cohen, 2013). Then, the effect sizes for all can-
didate genes were summarized at the tumor level. For the
model-level evaluation, the minimum, ESGene

min , and mean,
ESGene

mean, of the effect sizes for the four tumor types were
employed.

4.2.3. EVALUATION APPROACHES

A major consideration for the evaluation was the potential
non-reproducibility of the gradient-based training (Beam
et al., 2020). Thus, each model type was independently
trained and evaluated five times for 100 epochs. Another
challenge was the ambiguity of when to stop training the
model, as the objective function may not be directly related
to the identification performance. Thus, all performance
throughout the 100 epochs in the five training sessions was
evaluated, and the five best learning results for each model
type were selected by Algorithm 1.

Algorithm 1 functions as follows. First, it takes M , the eight
metric values over 100 epochs in the five training sessions
for each model type, and MTR, the metric names such that
|MTR| = J . Herein, M is a tensor in which the t, i, and
j axes represent the training sessions, epochs, and metrics,
respectively. To summarize, the algorithm averages the
eight normalized metrics to generate a summarized metric
and then returns the eight metric values with the largest
summarized metric for each training session.

Although all eight metrics are important, SigSurv was prior-
itized over the others for the following reason. Specifically,
to test statistical differences in variables of interest between
groups, the groups to be compared with each other must
be hypothesized a priori. In this study, the groups were hy-
pothesized to be high-risk and low-risk patients. Thus, the
seven metrics are only valid when preceded by significant
differences in the survival risk between the dichotomous
patients. Accordingly, the identification performance was
evaluated based only on the metric values with SigSurv less

6



Survival Risk-Ordered Representation for Prognostic Gene Identification

Table 2. Performance in eight metrics of each type of model. Neg and Pos refer to each task identifying the genes associated with
survival positively and negatively, respectively. The metric was obtained with Kn of 100. Models written in gray with SigSurv > 0.05
were excluded from the evaluation.

Sign Model SigSurv BalDicho ESSurv
min ESSurv

mean SigRGene
min SigRGene

mean ESGene
min ESGene

mean

Neg A
bl

at
io

n

CFR 0.590 0.77% 0.095 0.426 0.20% 15.67% 0.125 0.414
RCFRNoGROM 0.995 0.48% 1.201 8.306 0.00% 4.69% 0.109 0.678
RCFR 0.146 48.60% 0.64 1.415 52.60% 67.50% 0.217 0.376
RCFR ACNoCL 0.186 6.59% 0.514 1.252 19.80% 59.15% 0.205 0.491
RCFR ACNoSIM 0.398 4.54% 3.513 6.739 0.12% 4.79% 0.165 0.31

M
ai

n RCFR AC†1 0.033 44.57% 0.82 1.583 33.00% 57.38% 0.17 0.326
RCFR AC†2 0.014 30.35% 0.676 1.264 33.92% 64.44% 0.192 0.303
RCFR AC†3 0.020 23.85% 0.625 1.127 68.78% 80.90% 0.241 0.427

Pos A
bl

at
io

n

CFR 0.563 1.77% 0.101 0.353 0.00% 20.00% 0.136 0.338
RCFRNoGROM 0.995 0.48% 1.201 8.306 0.00% 1.17% 0.109 0.678
RCFR 0.360 1.79% 0.507 1.054 3.16% 48.22% 0.589 0.793
RCFR ACNoCL 0.181 16.42% 2.171 2.728 12.80% 33.20% 0.162 0.357
RCFR ACNoSIM 0.024 4.09% 2.047 2.377 16.64% 67.45% 0.125 0.501

M
ai

n RCFR AC†1 0.242 7.03% 0.745 1.84 21.52% 53.67% 0.257 0.434
RCFR AC†2 0.055 14.43% 0.795 1.677 25.24% 53.69% 0.121 0.435
RCFR AC†3 0.035 30.46% 0.556 1.34 48.89% 76.86% 0.268 0.406

than or equal to 0.05.

We independently evaluated the performance in identifying
each positive and negative gene for a prognosis for the
following reasons. All Sc(GEMi,GEMk), Sc(PEMi,PEMk),
and Sc(GEMi,PEMk) within the same group are likely to
be highly correlated owing to the SEM and ROMs, which
may dichotomize patients so that the expression levels of the
majority of the genes in the group are similar. In contrast,
W is trained to have low similarity between the groups, so
the expression levels between the groups are different. Thus,
depending on the learning result of W , which may vary for
each epoch, the overall expression distributions within a
group (i.e., high risk) can be either higher (i.e., negative) or
lower (i.e., positive) than that in the counter group (i.e., low
risk). Hence, the positive (Pos) and negative (Neg) gene
identification performance was measured for the learning
result of each epoch.

4.2.4. EVALUATION RESULTS

The best results for each model are shown in Table 2. Mod-
els with SigSurv greater than 0.05 were excluded from the
evaluation, leaving only one type of model, RCFR AC†i.
Among them, RCFR AC†3 showed the best performance
in eight out of 16 metrics. RCFR ACNoSIM with the same
conditions as RCFR AC†3 except for SEM showed the best
performance in three metrics in Pos. However, it is ques-
tionable that RCFR ACNoSIM showing SigSurv of 0.398 in
Neg receives a good evaluation. These results suggest that
the mechanisms proposed in this study work well. Also,
given that the performance depends on the ϑ in ACAM,
tuning ϑ may foster better performance. Further evaluation
is discussed in Appendix E.

4.3. Performance comparisons by candidate size

SigRGene
min and SigRGene

mean according to Kn from 100
to 900 for RCFR AC†3 and RCFR ACNoCL were as-
sessed (Figure 3(a)). For RCFR ACNoCL, where all con-
ditions other than the application of GCM are equiva-
lent to RCFR AC†3, the Kn candidate genes were ran-
domly chosen. RCFR AC†3 significantly outperformed
RCFR ACNoCL over the entire K range, suggesting that
it is better to evaluate identification performance using can-
didate genes close to the cluster centroids, rather than using
randomly recommended genes. Moreover, the consistent
results across K in RCFR AC†3 may indicate the potential
of evaluating candidate genes instead of all the genes.

4.4. Genomic domain-based evaluation

Genomic domain-based evaluations were performed based
on RCFR AC†3, which generally showed good performance
across all metrics. Each best result for Pos and Neg was se-
lected from those with SigSurv less than 0.01 and BalDicho

greater than 0.4. The reason for considering BalDicho is
that a size imbalance between the dichotomous groups may
increase false negatives by increasing Type II errors (Hsieh
et al., 2003). The selection was performed through steps B,
C, and D in Algorithm 1.

CPH analysis with the dichotomous groups as an indepen-
dent variable revealed significant differences in survival risk
between the groups for all tumor types (Figure 3(b)). Specif-
ically, all results had p-values less than 0.001 and an HR
greater than 2.59.

The identified genes were further evaluated in terms of ES
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(a) (b)

Sign Tumor Gene ES Ref.

Neg

BRCA DDX5 0.458 (Mazurek et al., 2012)
COLO IGF1 0.971 (Sekharam et al., 2003)
GLIOMA EIF4G1 0.699 (Jaiswal et al., 2019)
KIPAN LASP1 0.627 (Viney et al., 2007)

Pos

BRCA MIR320A 0.410 (Wang et al., 2015)
COLO PEBP1 0.607 (Al-Mulla et al., 2006)
GLIOMA HNRNPU 0.458 (Sapir et al., 2022)
KIPAN TIMP3 0.739 (Wang et al., 2014)

(c) (d)

Figure 3. (a) Performance of SigRGene
min and SigRGene

mean according to Kn by Neg(left) and Pos(right). (b) Survival curves according to
cancer type by Neg(left) and Pos(right). HR stands for the hazard ratio. (c) The identified genes with the largest absolute effect sizes
(ES). (d) Two-dimensional representation of patient-embedded vectors ordered by survival risk according to Neg(left) and Pos(right).
The darker the red, the closer PEMi is to PEMhr , and the darker the green, the closer PEMi is to PEMlr .

(i.e., Cohen’s d) and consistency with previous findings.
Figure 3(c) presents one of the top five genes with the high-
est ESs within the homogeneous tumor type, all of which
have been previously reported as prognostic genes. A dis-
cussion of the overall distributions of the ESs is covered in
Appendix E. All eight results were found to be consistent
with existing knowledge. For instance, IGF1 was found
to increase invasion and induce resistance to apoptosis in
colon cancer cells, while LASP1, which is highly expressed
in kidney cancer patients, has been suggested to be a neg-
ative prognostic marker. In addition, we confirmed the
positive correlation between the expression of PEBP1 and
disease-free survival in patients with primary colorectal can-
cer. Although we found no studies that clearly demonstrate
a relationship between HNRNPU and brain-related cancer
prognosis, the loss of HNRNPU was shown to induce rapid
cell death in both postmitotic neurons and neural progen-
itors, causing brain disorders. These results are based on
the genes recommended with a Kn of 100, so increasing
the Kn size may allow more diverse prognostic genes to
be analyzed in detail. Thus, further studies are needed to
enhance and validate the performance of the proposed rec-
ommendation algorithm.

4.5. Patient representation results

To evaluate PROM, we visualized the embedded vectors of
the best training result of RCFR AC†3 after reducing them
to two dimensions using UMAP (Figure 3(d)) (McInnes

et al., 2018). Overall, patients tended to be well ordered
by their survival risk and grouped with similar risks, but
some patients differed greatly from the majority. While
more research is needed to explore the underlying cause, we
speculate that it was caused by insufficient hyperparameter
tuning in either of our proposed models or in UMAP.

5. Conclusions and Future Work
Herein, we proposed a framework to identify prognostic
genes by dichotomizing cancer patients based on their sur-
vival risk and considering their genetic characteristics. To
summarize the key results, RCFR AC generally achieved
the best performance, overcoming a limitation of CFR in
which the results do not extend to statistical interpretation.
Recently, most attempts to elucidate data patterns using
representation learning have lacked statistical interpretabil-
ity. However, statistical interpretation remains the most
important practice in many scientific fields. Accordingly,
our framework contributes to overcoming this limitation by
bridging the gap between representation learning and statis-
tical testing associated with survival risk in cancer patients.

Our work has great potential to be extended beyond cancer
genomics. Notably, the mechanism for ordering the embed-
ded vectors by survival risk can be applied in other fields
dealing with time-to-event data while ACAM can be ap-
plied to feature recommendation tasks that show significant
differences between groups.
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Despite these contributions, we recognize the preliminary
nature of our proposed algorithm. One primary concern that
needs improvement is addressing genes with similar overall
expression levels in both groups. Such genes were not ade-
quately considered in our study, owing to the reliance of our
algorithm on cosine similarity. We initially anticipated that
neglecting such cases would not impact the identification
of prognostic genes, as they would likely be non-significant
and not recommended. However, we later realized that this
issue could adversely affect the SEM process, reducing the
performance of the embedding that should ideally reveal
differences in expression between the groups. Consequently,
we separately evaluated the performance of our algorithm
in identifying each positive and negative gene for prognosis,
indicating that further refinement is required before imple-
menting our algorithm in practice.

Moreover, to improve evaluation efficiency, future work
should focus on developing an objective function directly
related to identification performance, while optimizing the
training time. In addition, more in-depth analyses of our
findings may yield more insights. Specifically, investiga-
tions into the relationships between commonly expressed
genes recommended by our model would be beneficial as
a primary focus of pan-cancer analysis (Campbell et al.,
2020).
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Chang, L., Jiang, J., Pilsworth, J. A., Swanson, L. A.,
Chan, S. K., Chiu, R., Nip, K. M., Mar, S., Mo, A.,
Wang, X., Martinez-Høyer, S., Stubbins, R. J., Mungall,
K. L., Mungall, A. J., Moore, R. A., Jones, S. J. M.,
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Appendix

A. Research framework

Figure 4. Research framework.

Figure 4 illustrates the framework of the process from data preprocessing to gene recommendation. The details of this
process are thoroughly described across sections 3 and 4 in the main manuscript.

B. Further explanation of the ACAM adjustment level
Recall equation (10):

∆LHg = |Sc(GEMg,PEMlr)− Sc(GEMg,PEMhr)|.
With the SoftDir and Magn introduced in 3.2.3, ACAM can change the adjustment level according to ∆LH . A larger
∆LHg value indicates that GEMg is more polarized to either PEMlr or PEMhr. The larger the ∆LHg value, the less the angle
should be adjusted; thus, Magng is the function of ∆LHg transformed in reverse order based on a negative exponential
function. However, even when given max(∆LH) = 2 as the cosine similarity ranges from -1 to 1, the angle still rotates
because exp(−max(∆LH)) ≈ 0.135. Thus, the exponential function is composed as shown in equation (9),

Magng = exp (− exp(∆LHg)) ,

because exp(− exp(max(∆LH))) ≈ 0.001.

The closer GEMg is to PEMlr or PEMhr, the higher the positive or negative intensity of SoftDirg, respectively, but the
lower the intensity of Magng. Thus, this mechanism allows ∆θ to have one periodic property, as shown in the bottom of
Figure 2(e).

C. Objective functions for dichotomization and clustering mechanism
In 3.3, CHloss and SP loss have been described without any distinction between gene and patient clustering. Here,
equations (12) and (13) for gene and patient clustering, respectively, are rewritten as follows:

CHlossgene =
1

G

G∑
g=1

max{Dθ(GEMg,GCM)− ξ1, 0}, (14)

CHlosspat =
1

P

P∑
p=1

max{Dθ(PEMp,PCM)− ξ2, 0}, (15)
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SPlossgene =
1

CG

CG∑
i=1

max{ξ3 − (Ds
θ(GCM))i, 0}, (16)

SP losspat =
1

CP

CP∑
i=1

max{ξ4 − (Ds
θ(PCM))i, 0}, (17)

where
(Ds

θ(GCM))i = min
k ̸=i

Dθ(GCMi,GCMk),

(Ds
θ(PCM))i = min

k ̸=i
Dθ(PCMi,PCMk),

and the ξis are positive hyperparameters.

D. Constraints of balance between dichotomous groups
Extremely rare members in a cluster may lead to biased statistical results (Hu et al., 2021; Hsieh et al., 2003). To balance the
sizes of the dichotomous groups, we constrained the mean cosine similarities between each row PCMi and all PEMp vectors
to be similar. Thus, the following additional objective function was introduced:

Bloss=
1

C2
P−CP

CP∑
i=1

CP∑
j=1,j ̸=i

max(DSi,j−ξ5,0), (18)

where
DSi,j = (PCSi − PCSj)

2,

PCSi =
1

P

P∑
p=1

Sc(PEMp,PCMi),

and ξ5 is a positive hyperparameter.

E. Further evaluation
As our recommendation framework is first being proposed in this study, evaluating the identification performance for
prognostic genes from multidimensional perspectives is worthwhile. Thus, we conducted three additional assessments:
further performance evaluation using the eight metrics, an investigation of performance changes over epochs, and an
exploration of the distribution of effect sizes. Performance in identifying genes that are positively (Pos) and negatively
(Neg) associated with survival risk was assessed independently.

E.1. Performance using the eight metrics

We further investigated the performance of each of the eight metrics in terms of patient dichotomization and the statistical
significance of the prognostic genes. The eight metrics, SigSurv, BalDicho, ESSurv

min , ESSurv
mean, SigRGene

min , SigRGene
mean,

ESGene
min , and ESGene

mean are described in 4.2.2 in the manuscript. Additionally, to account for the variance of the results, we
examined all the performance metrics of the five best independently trained models.

E.1.1. PERFORMANCE IN DICHOTOMIZATION

For the evaluation of patient dichotomization by their survival risk, SigSurv, BalDicho, ESSurv
min , and ESSurv

mean were
investigated. Summarizing the key findings, most models except the RCFR AC models, showed high values in SigSurv

(Figure 5(A)), indicating that they failed to dichotomize patients by survival risk. The performance of these models on the
remaining metrics may not be valid because the groups for hypothesis testing are incorrectly defined.

By focusing on the performance of a model type, the RCFRNoGROM models showed high values for both SigSurv (i.e., low
performance) and ESSurv

mean (i.e., high performance) metrics (Figure 5(A) and (D)), unlike other models. These results may
be associated with low performance in BalDicho (Figure 5(B)), where BalDicho values close to 0 indicate that there are rare
members in a group. Accordingly, although some outliers contribute to large ESSurv

mean values, their small sample size may

13



Survival Risk-Ordered Representation for Prognostic Gene Identification

Figure 5. Performance of patient dichotomization. (A), (B), (C), and (D) represent SigSurv , BalDicho, ESSurv
min , and ESSurv

mean, respec-
tively. The main manuscript describes the model settings in Table 1.

lead to large variance, resulting in a statistically insignificant difference in survival risk between the dichotomous groups
(Lin et al., 2013).

Only the RCFR AC models showed significant performance in the priority metric, SigSurv and comparable performance in
the other metrics, suggesting that the SEM, ROMs, CMs, and ACAM proposed in this study work well. However, because
some results from the five best models within each model type were somewhat inconsistent, further studies are needed to
evaluate performance based on more training results. In addition, research on developing a method that can minimize the
inconsistency of learning results owing to the initialization of the weight matrices is needed.

E.1.2. PERFORMANCE IN GENE SIGNIFICANCE

Figure 6. Performance in the significance of prognostic genes. (A), (B), (C), and (D) represent SigRGene
min , ESGene

min , SigRGene
mean, and

ESGene
mean, respectively. The main manuscript describes the model settings in Table 1.

For assessment of the identification of prognostic genes with statistical differences in expression between the dichotomous
groups, SigRGene

min , SigRGene
mean, ESGene

min , and ESGene
mean were explored (Figure 6). As with the evaluation of patient

dichotomization, there were inconsistent results among the five best models within the same model type.
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In terms of the statistical significance, SigRGene
min and SigRGene

mean, the RCFR AC models consistently showed high perfor-
mance (Figure 6(A) and (C)). Although the RCFR models showed high performance in Neg, given high values (i.e., low
performance) in SigSurv (Figure 5(A)), we cannot conclude that the results show the significant differences in the gene
expression between the groups divided by survival risk.

In terms of the mean effect size, ESGene
mean, the RCFRNoGROM models showed excellent performance in both Neg and Pos

(Figure 6(D)). However, the low performance in SigRGene
min and SigRGene

mean devalues the results (Figure 6(A) and (C)). Also,
the low performance in SigSurv (Figure 5(A)) suggests the results may not represent the effect size of the differences in the
gene expression between the groups divided by survival risk.

Furthermore, even though the RCFR models performed excellently on ESGene
min in Pos (Figure 6(B)), the performance of

the significant differences in the gene expression between the dichotomous patient groups was very poor (Figure 6(A)).
Additionally, like the RCFRNoGROM models, the RCFR models could not dichotomize patients by survival risk (Figure 5(A)).

For the RCFR AC models, the performance of SigRGene
min and SigRGene

mean tends to depend on the hyperparameter, ϑ, used
for ACAM (Figure 6(A) and (C)). While this may demonstrate that ACAM functions well, it motivates further research to
investigate optimal hyperparameter tuning.

E.2. Performance comparisons over epochs

Figure 7. Performance of SigRGene
min and SigRGene

mean by Neg or Pos over all epochs. The red and blue lines represent the performance
of Neg and Pos, respectively. The solid and dotted lines represent the mean and min metric performance, respectively. Green-shaded
intervals indicate significant differences in survival risk between the dichotomous groups (SigSurv < 0.05).

The performance of SigRGene
min and SigRGene

mean by Neg or Pos was evaluated according to each epoch (Figure 7). Over 100
epochs, the CFR and RCFRNoGROM models did not result in significant differences in survival risk between dichotomous
groups (SigSurv > 0.05). Furthermore, there was no result showing high performance in both Pos and Neg simultaneously,
when SigSurv was less than 0.05. The possible causes related to this phenomenon are discussed in 4.2.3 of the main text.
Additionally, given that the gene expression distributions of groups of interest are often similar to each other (Morrow &
Ingleby, 2017; Hua & Springer, 2018), small differences in the distributions may lead to these results.

E.3. Distribution of effect sizes

We further investigated the effect size distributions of the gene expression differences. We prepared swarm-plots to visualize
the distributional characteristics of the effect sizes based on the absolute Cohen’s d values for significant genes (adjusted-
p < 0.05) (Cohen, 2013). The effect sizes were obtained from the best RCFR AC†3 model with a Kn of 100. (For Kn, see
4.2.2 Significant differences in gene expression.) Each best result for Pos and Neg was selected from those with SigSurv

less than 0.01 and BalDicho greater than 0.4. Although we set the number of gene clusters to five (i.e., CG = 5) for the
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Figure 8. Effect size distributions by Neg. BRCA, COLO, GLIOMA, and KIPAN represent breast-, colorectal-, brain-, and kidney-related
cancers, respectively.

Figure 9. Effect size distributions by Pos. BRCA, COLO, GLIOMA, and KIPAN represent breast-, colorectal-, brain-, and kidney-related
cancers, respectively.

RCFR AC†3 in this work, only three clusters identified significant prognostic genes in both Neg and Pos (Figure 8 and
Figure 9).

For Neg, the effect sizes in COLO were higher overall than those in the other cancer groups (Figure 8). Contrastingly, the
overall effect sizes were the lowest in the BRCA group. Unlike the performance for Neg, for Pos, the effect sizes were
higher overall in KIPAN than in the other groups (Figure 9). Additionally, like the results for Neg, the effect sizes in BRCA
were the lowest compared to the other groups.

Finally, it is worth noting that the overall effect sizes varied across clusters. This may indicate the ability of RCFR AC†3 to
group the prognostic genes with differences in effect sizes between clusters. As this ability relates to molecular subtyping, a
major focus of cancer genomics (Northcott et al., 2017), research that investigates these clustering results in depth in terms
of cancer genomics and further improves clustering performance should be encouraged.
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