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Abstract
We propose an efficient method to ground pre-
trained text-only language models to the visual
domain, enabling them to process arbitrarily in-
terleaved image-and-text data, and generate text
interleaved with retrieved images. Our method
leverages the abilities of language models learnt
from large scale text-only pretraining, such as
in-context learning and free-form text generation.
We keep the language model frozen, and fine-
tune input and output linear layers to enable cross-
modality interactions. This allows our model to
process arbitrarily interleaved image-and-text in-
puts, and generate free-form text interleaved with
retrieved images. We achieve strong zero-shot
performance on grounded tasks such as contex-
tual image retrieval and multimodal dialogue, and
showcase compelling interactive abilities. Our
approach works with any off-the-shelf language
model and paves the way towards an effective,
general solution for leveraging pretrained lan-
guage models in visually grounded settings.

1. Introduction
Trained at massive scale on large text corpora, large lan-
guage models (LLMs) are able to demonstrate compelling
abilities such as generating human-like dialogue and answer-
ing complex questions. While undeniably impressive, most
state-of-the-art LLMs are trained on text-only data scraped
from the Internet. They are not exposed to rich visual cues,
and are often unable to learn concepts grounded in the real
world. Consequently, most existing language models ex-
hibit limitations on tasks that involve visual reasoning and
grounding, and they are also incapable of producing images.

In this paper, we show that we are able to efficiently leverage
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What is this bird?

What other birds can this feeder attract?

Show me pictures of some of these birds.

This feeder can attract many types of birds. The 
birds that can eat the seeds include the song 
sparrow, the bluebird, the titmouse, the 
black-headed hummingbird and the goldfinch.

Here are pictures of some of the birds that 
can eat the seeds that this feeder attracts.

This is a male song sparrow (Passer domesticus) 
in a feeder. The bird is eating seeds.

Figure 1. Our method grounds a language model to the visual
domain, enabling it to process arbitrarily interleaved image-text
inputs and generate coherent text outputs interleaved with relevant
retrieved images. Speech bubbles in green are model generated,
while grey bubbles are input prompts.

the capabilities of a frozen LLM for multimodal (image
and text) input and output. Our approach equips text-only
models with exciting new vision-and-language capabilities
such as multimodal dialogue, generation, and contextual
image retrieval from conversations (Fig. 1 and Fig. 3).

We propose a method to bootstrap a frozen language model
for processing and outputting arbitrarily interleaved multi-
modal data. We start from a frozen pretrained LLM, and
a frozen pretrained visual encoder, and train with a multi-
task objective for (1) image captioning (learning to process
interleaved multimodal inputs) and (2) image-text retrieval
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(learning to produce interleaved multimodal outputs). For
captioning, we extract visual embeddings from the visual
encoder, and learn a linear mapping through the maximum-
likelihood objective to map embeddings into the input space
of the language model. For image-text retrieval, we train
the language model to learn a new [RET] token which
represents an image, and learn a linear mapping through
contrastive learning (Oord et al., 2018) to map the [RET]
embeddings for a caption to be close to the visual embed-
dings for its paired image. Most of the model is kept frozen,
and we only update the weights of the linear layers and
the [RET] token embedding during training. Hence, our
proposed method is very computationally and memory effi-
cient.1 Once trained, our model exhibits several capabilities.
It retains the original abilities of the text-only LLM to gen-
erate text, but also attains new multimodal dialogue and
reasoning abilities. Our proposed method is model agnos-
tic, and can be applied to ground larger or stronger LLMs
released in the future. Our main contributions include:

• Proposing Frozen Retrieval Over Multimodal Data
for Autoregressive Generation (FROMAGe), a model
efficiently trained by visually grounding LLMs with
image captioning and contrastive learning. FROMAGe
learns strong few-shot multimodal abilities from image-
caption pairs alone, while other models require web-
scale interleaved image-text data (Alayrac et al., 2022;
Aghajanyan et al., 2022).

• Demonstrating that autoregressive LLMs can perform
text-to-image retrieval with greater sensitivity to in-
put text. Our approach is more accurate on long and
complex free-form text compared to existing models.

• Showing that the existing capabilities of pretrained
text-only LLMs, such as in-context learning, input sen-
sitivity, and dialogue generation, can be leveraged for
visually grounded tasks. We demonstrate: (1) con-
textual image retrieval given sequences of interleaved
images and text, (2) strong zero-shot performance on
visual dialogue, and (3) improved sensitivity to dis-
course context for image retrieval.

Our findings pave the way towards models capable of con-
ditioning on and generating long, coherent, multimodal
sequences, and provide further insights into the abilities of
pretrained text-only LLMs on visually grounded tasks. Our
code and pretrained models are made publicly available2 to
encourage future work and exploration.

1Our model is trained in less than 24 hours on a single GPU.
2https://github.com/kohjingyu/fromage

2. Related Work
Large language models. Large language models have
recently received significant attention in the machine learn-
ing and natural language processing communities, in part
due to their intriguing abilities to perform in-context learn-
ing (Brown et al., 2020; Chan et al., 2022) and long-form
generation (Dai et al., 2019; Tan et al., 2021; Yang et al.,
2022). Most state-of-the-art models are variants of the Trans-
former model (Vaswani et al., 2017), with the best models
achieving gains from scaling model size (Rae et al., 2021;
Smith et al., 2022; Chowdhery et al., 2022), increasing pre-
training data (Hoffmann et al., 2022), improving finetuning
objectives (Wei et al., 2021; Tay et al., 2022), and more.

LLMs for vision-and-language. The strong performance
of LLMs has also inspired work in vision-and-language
research. DALL-E (Ramesh et al., 2021) proposed a Trans-
former based model for text-to-image generation (Reed
et al., 2016) by treating images as sequences of discrete
tokens. This framework was improved upon by other meth-
ods (Yu et al., 2022a; Ding et al., 2022) through model
scaling, pretraining, and improved image quantization mod-
els (Esser et al., 2021; Yu et al., 2021). Flamingo (Alayrac
et al., 2022) proposed a visual language model for text gen-
eration, with an impressive ability to adapt to and achieve
state-of-the-art on a variety of vision-and-language tasks.
Several other approaches (Wang et al., 2022; Li et al., 2022a)
also propose multi-task vision-and-language pretraining ap-
proaches to improve model performance. CM3 (Aghajanyan
et al., 2022) trained a causally masked model on a large
HTML corpus, and showed that the model is capable of gen-
erating images and text. We differ from previous work in
that our model is capable of generating coherent multimodal
outputs: Flamingo is incapable of producing visual outputs,
while CM3 generally produces poor visual outputs (further
comparison in the appendix). In addition, FROMAGe is
efficient and requires significantly less compute: it is trained
in 1 GPU day (Flamingo uses 1535 TPUs for 15 days, and
CM3 uses 384 GPUs for 24 days), and does not require
web-scale interleaved image-text data.

Efficient adaptation of pretrained models. Lastly, our
work builds upon approaches for parameter and resource
efficient adaptation of pretrained models. Prefix and prompt
tuning (Lester et al., 2021; Li & Liang, 2021) enable adap-
tation of a pretrained LLM to new settings by finetuning a
small set of parameters to act as an input prefix, while keep-
ing the rest of the model parameters frozen. Houlsby et al.
(2019) proposed adapters for transferring pretrained LLMs
to new language tasks. Frozen (Tsimpoukelli et al., 2021)
proposed training a visual encoder to enable few-shot learn-
ing for multimodal tasks. MAGMA (Eichenberg et al., 2022)
improved upon Frozen by training adapter modules for im-
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proved performance on downstream tasks. ESPER (Yu et al.,
2022b) uses reinforcement learning to improve zero-shot
transfer and caption style transfer. Lu et al. (2022) show
that language-pretrained transformers can transfer well to
non-language tasks. LIMBeR (Merullo et al., 2022) ana-
lyzes pretrained vision and language models, and finds that
learnt representations are functionally equivalent up to a
linear transform. Our work builds upon the insights and
methods from these prior works. While previous models
mostly focus on generating text-only outputs, our model
is capable of processing arbitrarily interleaved image-text
inputs to generate coherent interleaved image-text outputs.

3. Method
Our approach integrates a language model and visual model
while keeping their parameters frozen. We learn translation
parameters (parameterized as linear layers) to cast images
into text space, and text embeddings into visual space. Our
motivation for keeping the models frozen is to leverage the
capabilities of the LLM learnt from large scale pretraining.
We find that this enables better generalization to zero-shot
and few-shot settings (further analysis in Sec. 5.1).

3.1. Model Architecture

Language model. FROMAGe takes an autoregressive
large language model pθ, originally trained with the max-
likelihood objective on text-only data, and keeps its parame-
ters θ frozen. Given text x (e.g., an image caption), the mod-
els we use extract a sequence of input tokens (s1, . . . , sT )
using a byte-level BPE tokenizer (Sennrich et al., 2015;
Radford et al., 2019; Brown et al., 2020). The models were
trained to maximize the log likelihood of the token sequence,
factorized as a sum of conditional log probabilities:

log pθ(x) =

t∑
t=1

log pθ(st|s1, . . . , st−1)

Visual model. To extract visual information from an input
image y corresponding to a caption x, we use a pretrained
visual backbone model which produces visual embeddings
vϕ(y) ∈ Rm. The weights ϕ are kept frozen as well.

3.2. Translating Between Image-and-Text

To integrate vision and language, we learn translation param-
eters to map between the image and text embedding spaces.
This extends a LLM for multimodal inputs and outputs.

Mapping image-to-text. We learn a linear mapping
Wc ∈ Rm×kd which maps visual embeddings vϕ(y) from
the visual model for image y as vϕ(y)

TWc ∈ Rk×d (af-
ter reshaping kd to k × d). This represents a sequence of

k vectors of the same hidden dimensionality d as the text
embeddings that the LLM produces for input tokens.

Mapping text-to-image. Our approach aims to retrieve
images using the outputs of an autoregressive language
model. A challenge with this is that autoregressive causal
attention over text is strictly less expressive than the bidirec-
tional attention typically used in previous models (Radford
et al., 2021; Jia et al., 2021). In order to bootstrap strong
retrieval abilities on our autoregressive LLM, we propose
adding a special [RET] token to the model vocabulary and
learning its embeddings (keeping all other token embed-
dings frozen). During training, we append [RET] to the
end of input captions. This allows the model to perform an
extra step of attention over all tokens in the text to produce
a stronger text representation for the caption. We found that
this significantly improves image-text retrieval performance
(see Sec. 5.1 for analysis). This also allows our model to
learn to generate [RET] at inference time (Fig. 1), seam-
lessly interleaving image retrieval within generated text.

Finally, to map the model’s output representations to visual
space, we train a linear mapping Wt ∈ Rp×q. This maps
the hidden representation of [RET] from the last hidden
layer of the LLM, hθ(xi) ∈ Rp, into a vector space for
retrieval, where q is a dimension smaller than p. Similarly,
we train another linear mapping Wi ∈ Rm×q to map the
visual embeddings vϕ(yi) into the same retrieval space.

3.3. Training Setup

We train FROMAGe with a multi-task objective of image
captioning and image-text retrieval (summarized in Fig. 2):

Image captioning. Similar to previous work (Tsim-
poukelli et al., 2021; Eichenberg et al., 2022), we formulate
image captioning as the task of generating text tokens con-
ditioned on a visual prefix. The visual prefix is the output
of the image-to-text mapping layer, vϕ(y)TWc, which is
prepended to the caption. The log likelihood of caption x
(tokenized as (s1, . . . , sT )) conditioned on its image y is:

lc(x, y) =

T∑
t=1

log pθ(st|vϕ(y)TWc, s1, . . . , st−1)

The captioning loss Lc is then the negative log likelihood of
all samples in a batch of N image-text pairs:

Lc = − 1

N

N∑
i=1

lc(xi, yi) (1)

Image-text retrieval. In addition to image captioning, we
train our model to retrieve images conditioned on text (and
vice versa). Image-text retrieval has been used to learn
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Generated Text
(next token prediction)

LLM

InfoNCE Loss

Frozen Model Loss

Cross Entropy Loss

Linear Layer

silhouette of 
a plane 
against the 
sunset [RET]

Image-Text Retrieval

silhouette of a 
plane against 
the sunset [RET]Output Embeddings

(seq_len, 4096)

silhouette of ... [RET]

V
isual 

E
ncoder

Input Caption

Input Image

Image Captioning

Image and Caption Inputs

Visual 
Encoder

Visual 
Encoder

silhouette 
of a plane 
against 
the sunset

cute cat 
sitting on 
a scooter

Tokenizer Tokenizer

<img1> silhouette of ... <img2>a cute scooter

Input Embeddings
(seq_len, 4096)

Generated Text
(next token prediction)

LLM

Cross Entropy Loss

silhouette of a 
plane flying into 
the sun <pad> cat 
on a motorcycle

Combined Groundtruth 
Caption

silhouette of a 
plane against the 
sunset <pad> cute 
cat sitting on a 
scooter

...

Image #1 Caption #1 Image #2 Caption #2

Figure 2. Overview of the FROMAGe architecture. FROMAGe is a model trained on image-text pairs for image captioning and image-text
retrieval. It is capable of processing arbitrarily interleaved image and text inputs, and producing interleaved images and text as outputs.

joint visual and language representations (Jia et al., 2021;
Radford et al., 2021), enabling cross-modality search from
text descriptions. Underlying the approach is contrastive
learning (Chopra et al., 2005) with the InfoNCE loss (Oord
et al., 2018). Given a caption x and its paired image y, we
extract the output of the last hidden layer of the LLM for the
[RET] token, hθ(x), and the output of the visual encoder
for the image, vϕ(y). The normalized cosine similarity for
the image and text embeddings can be computed with the
learnt linear mappings Wt, and Wi (described in Sec. 3.2):

sim(x, y) =
(hθ(x)

TWt)(vϕ(y)
TWi)

T

∥hθ(x)TWt∥∥vϕ(y)TWi)T ∥

We minimize the InfoNCE loss for text-to-image (t2i) and
image-to-text (i2t) retrieval over a batch of N text-image
pairs (xi, yi), where each example is treated as a positive
pair, and other in-batch examples as negatives:

Lt2i = − 1

N

N∑
i=1

(
log

exp(sim(xi, yi)/τ)∑N
j=1 exp(sim(xi, yj)/τ)

)
(2)

Li2t = − 1

N

N∑
i=1

(
log

exp(sim(yi, xi)/τ)∑N
j=1 exp(sim(yi, xj)/τ)

)
(3)

Similar to previous work (Jia et al., 2021; Radford et al.,
2021), τ is a learnable temperature parameter. The final
training loss is a weighted sum of the captioning loss (Eq. 1)
and the retrieval losses (Eq. 2 and 3):

L = λcLc + λr(Lt2i + Li2t)

λc and λr are hyperparameters representing captioning and
retrieval loss weights respectively. Since θ and ϕ are frozen,
only the linear mappings Wc, Wt, and Wi, and the [RET]
embedding vector receive gradient updates.

3.4. Data and Implementation Details

We train on the Conceptual Captions (CC3M)
dataset (Sharma et al., 2018) consisting of 3.3 mil-

lion image-text pairs.3 To encourage the model to attend
more explicitly to images, we randomly concatenate distinct
examples together (with probability of 0.5 to concatenate)
for the image captioning task (Fig. 2, left). We found this
helpful in training the model to attend to the correct image
within a sequence (detailed analysis in the appendix).

We use the publicly available OPT model (Zhang et al.,
2022) with 6.7B parameters as our LLM. Past work indi-
cates that findings at the 6.7B scale are likely to generalize to
larger model sizes (Dettmers et al., 2022), and large enough
to exhibit the few-shot and in-context learning abilities that
we are interested in (Radford et al., 2019). For the visual
model, we use a pretrained CLIP ViT-L/14 model (Radford
et al., 2021) for its ability to produce strong visual represen-
tations for vision-and-language tasks (Merullo et al., 2022).

All models are implemented in PyTorch (Paszke et al., 2019)
v1.12 and trained mixed-precision with bfloat16 (Abadi
et al., 2016). As most of the model parameters (97.0%) are
frozen, our method is memory and compute efficient: we
backpropagate through the frozen LLM and visual model,
but only compute gradient updates for the 3 trainable linear
mappings and [RET] embedding (see Sec. 3.3). Our mod-
els are trained with a batch size of 180 for 1 epoch (18000 it-
erations) on 1 A6000 GPU (clock time of 24 hours). We use
the Adam (Kingma & Ba, 2015) optimizer with a learning
rate of 0.0003 and warmup of 100 steps. The loss weights
λc and λr are set to 1 and we use a visual prefix length of
k = 1 and retrieval embedding dimension q = 256, and em-
bedding dimension d = 4096 (inherited from OPT-6.7B).

4. Experiments
The most interesting capabilities of FROMAGe emerge in
situations with both image-and-text inputs and image-and-
text outputs, such as multimodal dialogue (Fig. 1). As there
does not exist comprehensive benchmarks for these specific
tasks, we focus evaluation on image retrieval and image-

33.1M examples remain after filtering out missing images.
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+ X

+ X

+ X

“detailed ink wash”X = “gouache painting” “vector icon” “oil on canvas”“high resolution 
dslr close up”

“pen drawing”X = “high resolution 
photography” “vector icon” “pencil outline”“digital drawing”

“at the beach”X = “in a forest” “by the mountains” “in a showroom”“at the lake”

People started 
to arrive for 
the cookout 
around 2 in 
the afternoon.

It was good to 
get friends 
and family 
together for 
fun and food 
and drinks.

Dad enjoyed 
a glass of 
wine while 
he manned 
the grill.

The 
burgers 
and 
sausages 
were 
delicious.

“The burger and 
sausages were cooked 
to perfection. The 
burgers were cooked on 
the grill and the 
sausages were smoked.”

This is 
my dog 
[RET]

 This is 
it taking 
a bath 
[RET]

 This is 
us by 

the lake 
[RET]

[RET] 
=

[RET] 
=

[RET] 
=

This is 
my pet 
gecko on 
the lawn 
[RET]

 This is my 
cat looking 

very 
dignified 
[RET]

[RET] 
=

[RET] 
=

Picture of 
ursus 
arctos 

horribilis  
[RET]

A dish 
usually 
cooked at 

Thanksgiving 
[RET]

[RET] 
=

The 
vegetable 
commonly 
used for 
Halloween 
[RET]

[RET] 
=

[RET] 
=

Figure 3. Selected examples from FROMAGe for various image-text tasks. FROMAGe is sensitive to context: it can generate multimodal
dialogue, and rapidly learn in-context to perform various few shot image-text tasks. More examples are provided in the appendix.
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Retrieved 
Image

Input Context

I went on 
a desert 
tour over 
the 
summer.

This is 
our 
caravan 
as we 
left.

There was 
nothing 
but sand 
for quite 
some time.

Eventually 
we ran 
across a 
stone ridge.

Believe it or 
not, there 
were green 
plants growing 
there.

?

Figure 4. Contextual image retrieval conditioned on a Visual
Story (Huang et al., 2016) of interleaved image-and-text inputs.

and-text generation tasks, as few prior models are capable of
this. We benchmark performance on various configurations
of multimodal inputs, detailed in the following sections.

4.1. Contextual Retrieval from Multimodal Inputs

Prior work on image-text retrieval (Radford et al., 2021;
Jia et al., 2021) typically focuses on retrieving a single im-
age from a single caption (and vice versa). FROMAGe is
adapted from a frozen LLM, and we find that it inherits
several interesting behaviors of LLMs, such as in-context
learning and greater sensitivity to input context. This ben-
efits many downstream applications, such as multimodal
dialogue or image-and-text generation (examples in Fig. 3).

In order to evaluate the abilities of FROMAGe to process
multimodal contextual information, we assess its perfor-
mance in retrieving the appropriate image conditioned on
a sequence of interleaved image-text inputs from the Vi-
sual Storytelling (VIST) dataset (Huang et al., 2016). Each
example in VIST consists of 5 images and text pairs in
temporal order (Fig. 4). VIST examples are of “stories”,
which are of a very different style compared to the image
caption data FROMAGe is trained on. This allows us to
evaluate our model’s capability for in-context learning and
zero-shot transfer. This also acts as an evaluation for dis-
course capabilities, as VIST contains more free-form text.
We benchmark over several different experimental setups:

1. Retrieve the last image correctly given its description.
This is similar to standard image-text retrieval.

2. Retrieve the last image given the 5 preceding descrip-
tions. Image-text pairs in VIST follow a temporal
order. This tests the ability of retrieval models to con-
dition on free-form temporally dependent language.

3. Retrieve the last image given the 5 preceding descrip-
tions and 4 images. This tests the ability of retrieval
models to process interleaved image-and-text context.

Our results are presented in Table 1. We primarily com-
pare against CLIP (Radford et al., 2021), as it is one of
the strongest open sourced and open domain image-text
retrieval models available. We report Recall@k (R@k) met-
rics in Tab. 1. For a single caption input, CLIP outperforms

Model Inputs R@1 R@5 R@10

CLIP ViT-L/14 1 caption 11.9 25.5 32.2
FROMAGe 9.0 21.1 28.7

CLIP ViT-L/14 5 captions 5.9 19.5 28.0
FROMAGe 10.4 23.8 31.7

BLIP† 5 captions 6.2 16.8 23.4
CLIP ViT-L/14† 5 captions 8.8 22.3 29.8
FROMAGe † 5 captions 11.6 24.7 32.8
CLIP ViT-L/14 5 captions, 4 images 2.4 21.3 34.0
FROMAGe † 5 captions, 4 images 15.6 36.5 45.8

Table 1. Recall@k on zero-shot contextual image retrieval of the
last image in Visual Storytelling (Huang et al., 2016). Numbers in
bold indicate best scores for a particular set of inputs. † indicates
retrieval over images not previously seen in the story sequence.

our model, which we attribute to the CLIP text encoder
being a bidirectional model trained specifically for image-
text retrieval,4 while our language model was trained on
free-form text. However, as greater context is provided to
both models, FROMAGe substantially outperforms CLIP.
Given the full set of 5 captions, CLIP performance substan-
tially deteriorates (as it appears to be unable to properly
handle longer, temporally dependent sentences), with R@1
decreasing by 50.4% relative to the single caption setting. In
contrast, FROMAGe is able use the additional descriptions
to improve in retrieval accuracy (9.0 to 10.4 on R@1).

FROMAGe also effectively conditions on multimodal con-
text (which previous image-text retrieval models are not
explicitly trained for). When both images and text inputs
are provided to the model, retrieval improves significantly,
increasing by 33.6% on R@1 relative to the caption-only
setting (11.6 to 15.6). Similar improvements are seen on
R@5 and R@10. This is a substantial gain over the baseline
CLIP model with 5 captions: we achieve a relative improve-
ment of 77.3% on R@1 (8.8 to 15.6) when image-and-text
context is provided.

We also run an experiment to test the ability of CLIP to
retrieve images conditioned on multimodal context. We
embed each of the images and descriptions in the input,
and average their embeddings. We find that it does substan-
tially worse than when only caption inputs are provided: it
achieves a R@1 of 2.4, a significant decrease from the CLIP
R@1 of 8.8 when it is provided with 5 captions. likely be-
cause it is trained to condition on image-text inputs. These
results are significantly worse than that of FROMAGe under
the same settings.

These results showcase the efficacy of FROMAGe as an
image-text model sensitive to complex language descrip-
tions and multimodal context (more analysis in Sec. 5.2).

4For these same reasons, CLIP is unsuitable for dialogue, and
does not have few-shot and in-context learning abilities.
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It is capable of parsing interleaved multimodal inputs, and
strongly outperforms CLIP for longer input descriptions. As
for free-form text generation, we also run human evaluations
to evaluate the ability of FROMAGe to generate stories by
learning in-context from VIST examples (Sec. 5.2).

4.2. Visual Dialogue

We evaluate FROMAGe on zero-shot Visual Dialog (Vis-
Dial) (Das et al., 2017). We test its ability to (1) select the
correct text answer (from 100 candidates) for a question
given an image and a conversation about it (image-and-
text-to-text, IT2T, which is the standard VisDial task), and
(2) retrieve the correct image given a conversation about it
(text-to-image, T2I). Our results are summarized in Tab. 2.

For IT2T, since FROMAGe is an autoregressive generative
model, we compute the perplexity of each question and
answer sequence, and select the option with the lowest per-
plexity. FROMAGe outperforms ESPER (Yu et al., 2022b),
CLIP (Radford et al., 2021), and ViLBERT (Lu et al., 2019)
on R@1, improving by 20.5% relative to ESPER. FRO-
MAGe also achieves a competitive Mean Reciprocal Recall
(MRR) of 22.0 and Normalized Discounted Cumulative
Gain (NDCG) of 16.5. This is substantially higher than ViL-
BERT and CLIP, but worse than ESPER. We hypothesize
that this is due to differences in training: ESPER uses rein-
forcement learning and trains on MS-COCO (from which
VisDial images are derived). Flamingo (Alayrac et al., 2022)
is substantially better than all other zero-shot models, which
we attribute to its larger model size (80B parameters, of
which 10.2B are trainable), and larger training data of multi-
modal webpages (43M webpages) and image-and-text data
(1.8B pairs). In contrast, FROMAGe has 5M trainable pa-
rameters and is trained on CC3M (3.1M image-text pairs).
Our approach may also be applied to the Flamingo model
(which uses a 70B language model backbone) to enable
image retrieval, which is likely to improve overall capabili-
ties and extend it to a greater variety of tasks. On the T2I
retrieval task, FROMAGe significantly outperforms prior
work, achieving a 17.5% relative improvement over CLIP
on R@1. ESPER and Flamingo are trained to generate
text-only outputs, and are hence incapable of this task.

Our experiments demonstrate that FROMAGe achieves com-
petitive results on zero-shot Visual Dialogue. We emphasize
that unlike previous models, FROMAGe can output inter-
leaved image-and-text content, and is a more general model.

4.3. Qualitative Results

We also share selected examples covering various interac-
tion settings in Fig. 3. FROMAGe is capable of learning
in-context to perform many different zero-shot and few-shot
tasks. Many of the most interesting settings are those which
produce interleaved images and texts as outputs, which

prior work (Tsimpoukelli et al., 2021; Alayrac et al., 2022)
is incapable of, or does not generate semantically meaning-
ful outputs for (see appendix for further comparison with
CM3 (Aghajanyan et al., 2022)). Our model is capable of
holding multimodal dialogue conversations — processing
input images and text and responding with coherent text
and image outputs. It is able to refine input images by com-
positing images and text concepts. FROMAGe also inherits
the world knowledge of the frozen LLM, and can answer
questions that require specific real world facts.

5. Analysis
We analyze various aspects of FROMAGe to determine their
effects on its overall capabilities. In all experiments, models
were trained on CC3M for 24 hours on a single A6000 GPU.

5.1. Ablation Experiments

We perform several ablation experiments to validate the
design choices made in FROMAGe. We provided further
details and results of various other ablations in the appendix.

Freezing the LLM. We find that freezing the language
model is essential to retaining in-context learning and few-
shot generalization abilities. When finetuned, FROMAGe
performs significantly worse on VIST and VisDial. Fine-
tuning decreases retrieval performance on VIST (R@1 with
full multimodal context decreases from 12.8 to 6.2) as well
as VisDial text retrieval (R@1 from 14.6 to 1.0).

Learning a dedicated retrieval token. As described in
Sec. 3.2, we add a special [RET] token to represent em-
beddings for retrieving images from text. When the model
is trained without the [RET] token, R@1 performance on
VIST (with full multimodal context) is 11.3. Adding the
[RET] token improves R@1 to 15.6, which is a substan-
tial 38.1% relative gain in retrieval accuracy. We observe
similar improvements across the board for other tasks.

5.2. The Effect of Context

Multimodal context helps. Since FROMAGe can pro-
cess interleaved image-text data, a natural question is on
the effect of image context compared to text context. To
quantify these effects, we run ablations (Fig. 5, top) varying
the number of captions and images provided to the model.
We measure the recall of retrieving the correct image con-
ditioned on the provided context for VIST dataset (Huang
et al., 2016). Increasing context from 1 to 5 captions signifi-
cantly improves the model: R@1 increases by 29% relative
to the single caption case (9.0 to 11.6). However, when we
provide an additional image and text example (2 captions +
1 image), we observe an even greater improvement of 42%
relative to the single caption case (9.0 to 12.8). This high-
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IT2T T2I

Model Trainable Params Finetuning Data NDCG MRR R@1 R@5 R@10 R@1 R@5 R@10

ViLBERT (Lu et al., 2019) 114M 3.1M 11.6 6.9 2.6 7.2 11.3 - - -
CLIP ViT-L/14 (Radford et al., 2021) 300M 400M 10.9 8.5 3.1 8.7 15.9 17.7 38.9 50.2
Flamingo (Alayrac et al., 2022) 10.2B 1.8B 52.0 - - - - Incapable
ESPER (Yu et al., 2022b) 4M 0.5M 22.3 25.7 14.6 - - Incapable
FROMAGe (ours) 5.5M 3.1M 16.5 22.0 17.6 20.1 25.1 20.8 44.9 56.0

Table 2. Zero-shot results on Visual Dialog (Das et al., 2017), for image-and-text-to-text (IT2T) and text-to-image (T2I) retrieval. Unlike
previous methods, FROMAGe is capable of generating free-form text interleaved with image outputs through text-to-image retrieval.

1 cap
0 img

5 caps
0 img

2 caps
1 img

3 caps
2 imgs

4 caps
3 imgs

5 caps
4 imgs

0

5

10

15

R@
1

VIST Image Retrieval with Increasing Context

2 4 6 8 10
# Rounds of Dialogue

5

10

15

20

R@
1

VisDial Image Retrieval with Increasing Context
Ours
CLIP

Figure 5. Increasing input context generally improves performance.
Shown are results for image retrieval for VIST (Huang et al., 2016)
(top) and image retrieval on VisDial (Das et al., 2017) (bottom).

lights the value of multimodal context: a single image can
provide more information than multiple text descriptions.

More context helps. Performance also steadily improves
on image retrieval for VIST as more image and caption
context is provided (Fig. 5, top). The highest R@1 of 15.6
is achieved with 5 captions and 4 images (i.e., the full story
context excluding the image to be retrieved), representing
a 73% relative improvement over the single caption case.
Similar trends are observed for image retrieval using Vis-
Dial (Das et al., 2017) dialogue rounds (Fig. 5, bottom), with
performance improving as more rounds of dialogue are pro-
vided. Additionally, the results show that FROMAGe out-
performs CLIP in all settings, and significantly outperforms
CLIP when the full set of dialogue is provided, achieving an
improvement of 17.5% relative over CLIP. These findings
suggest that FROMAGe is more sensitive to context, en-
abling it to perform better in situations where correctly pars-
ing long language descriptions is crucial to performance.

“the view from 
the lighthouse 
was amazing.”

A road 
trip to 

the coast. 
What would 
we see?

M
odel

1

We saw 
emus 

near the 
road.

2

When we saw 
the 

lighthouse 
we knew we 
were there.

3

The cliffs had eroded 
over time into wonderful 
arches. You could walk 

right under them.
4

?

5

“the water was 
so clear you 
could see the 

bottom.”

M
odelCaptions Only

“the view from 
the top of the 

world”

M
odel

5th Image Only

All Images + Captions

Figure 6. More coherent and relevant text is generated when in-
context examples are provided to FROMAGe. When multimodal
context is provided, the outputs for VIST are more story-like, while
the outputs for a single image input are more caption-like.

0.0
0.1
0.2
0.3
0.4
0.5

More coherent story More relevant to image

1 image 4 captions 5 images + 4 captions
Human Preference (Visual Storytelling)

Figure 7. Human evaluations on VIST story generation. Including
both images and captions improves story coherence over using just
images, and improves image relevance compared to just captions.

5.3. In-context Learning and Text Generation

As FROMAGe uses a frozen LLM as its backbone, it is also
capable of in-context learning (Brown et al., 2020; Chan
et al., 2022), where it generalizes rapidly from a few input
examples. We observe this qualitatively from generating
new stories for VIST, as shown in Fig. 6. When a single in-
put image is provided, the model generally produces simple
caption-like descriptions. However, when prompted with
the full multimodal context (i.e., 5 images and 4 stories),
the model is able to learn in-context to synthesize plausible
story-like text for the 5th image (Fig. 6).

As evaluating generated text is difficult, especially for sub-
jective outputs such as stories, we run human evaluations to
study the effect of multimodal context on model generated
stories. We request human annotators to select the output
(from 3 anonymized models) which (1) forms the most co-
herent story when viewed in relation with the context, and
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(2) is most relevant to the image. We sample 100 random
examples and collect 5 independent ratings each. The re-
sults are aggregated from pairwise comparisons (details in
appendix) and summarized in Fig. 7. When only the last im-
age or the text description is provided as input, the generated
stories are rated as less coherent than FROMAGe with the
full multimodal context (5 images and 4 descriptions). The
model generated story is also rated as significantly more rel-
evant to the image inputs compared to the text-only setting,
which highlights the ability of the model to condition on
both image and text inputs. We observe that the generated
output of the single image input case is rated as more rele-
vant compared to the full multimodal context case, which
we attribute to the fact that the model produces more factual
(albeit less story-like) descriptions (Fig. 6). These results
showcase the ability of FROMAGe to learn in-context to
synthesize coherent and consistent multimodal outputs.

6. Future Work
FROMAGe is one of the first models capable of parsing
image-text inputs, and producing text interleaved with re-
trieved images. There are several promising directions that
are worth exploring in future work. Extending FROMAGe
to perform novel image generation in addition to image re-
trieval is a natural way to improve its practical capabilities.
In our qualitative experiments, we found that the ability of
FROMAGe to produce relevant images was sometimes lim-
ited by its candidate retrieval set. This is often the case for
prompts that are less likely to occur in natural images, such
as fantastical prompts used for benchmarking text-to-image
generation models (Yu et al., 2022a). On such examples,
we find that FROMAGe (and other retrieval models, such
as CLIP) often do not produce relevant images. Developing
a model that can both generate text and novel images is an
open direction which will likely require further architectural
improvements. Another current limitation of FROMAGe is
that it does not always generate [RET] during inference,
and generally has a stronger bias to produce regular text
tokens. This is likely due to its extensive pretraining on
text-only data. During inference, we find that this can be
somewhat alleviated by scaling the [RET] logits by a factor
1.3− 1.5, prompting with in-context examples, or specifi-
cally prompting the model to ask it to show images, which
we found helpful in producing good qualitative results. In-
vestigating ways to enable FROMAGe to generate [RET]
more naturally is also a promising direction for future work.
This may entail instruction finetuning (Wei et al., 2021)
on multimodal dialogue examples, or training on explicitly
interleaved image-text examples (Alayrac et al., 2022).

7. Conclusion
We propose a method to visually ground pretrained frozen
language models through efficient finetuning of several lin-
ear layers. Our model, FROMAGe, is capable of producing
coherent interleaved image-text outputs. We show strong
zero-shot performance on a variety of tasks involving image-
text inputs and outputs, and qualitatively showcase interac-
tive abilities such as multimodal dialogue. These results
demonstrate the effectiveness of our approach for bootstrap-
ping general purpose vision-and-language models, capable
of consuming and producing arbitrarily interleaved images
and text. Scaling FROMAGe with larger and more capable
language models, training on larger image-text datasets, and
extending our approach for generation of novel images from
scratch are promising directions for future work.
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A. Qualitative Examples
In this appendix section, we provide more qualitative exam-
ples of FROMAGe on various settings.

Sensitivity to prompts. FROMAGe is able to tackle sev-
eral examples inspired by the Winograd schema (Levesque
et al., 2012). These examples contain several sentences
which differ only in a single word, and contain an ambiguity
resolved in different ways. Our model is capable of retriev-
ing images correctly for different sentences, showcasing its
sensitivity to even slight changes in the input prompts.

World knowledge. The FROMAGe approach involves
finetuning just linear layers on the Conceptual Cap-
tions (Sharma et al., 2018) dataset, which contains image-
caption data. Similar to Frozen (Tsimpoukelli et al., 2021),
we find that since our frozen LLM was trained on web-scale
text data, it contains knowledge about the world that it can
reference for performance on multimodal tasks. For exam-
ple, we show (Fig. 8) that the model knows what the weather
at 0 degrees Celsius is likely to look like (snowing), that
pickles are made from cucumbers, and more.

Multimodal dialogue. We also show further examples
of our model on dialogue tasks. It is able to reason about
input images from the user, as well as respond with seman-
tically appropriate images in the conversation. Similar to
its original LLM backbone, it can return coherent text-only
outputs. It is able to tap onto its pretrained knowledge to
return relevant and accurate information about the world,
such as details about the water cycle (second dialogue se-
quence in Fig. 8) and the temperature at which water freezes
(in both Fahrenheit and Celsius). This knowledge extends
to the visual domain: as seen in the first dialogue sequence
in Fig. 8, FROMAGe is able to understand that the photo is
black and white, and likely to be taken in the 1950s.

A.1. Comparison Against CM3

To the best of our knowledge, CM3 (Aghajanyan et al.,
2022) is the only prior work which proposes a model ca-
pable of consuming arbitrarily interleaved image-and-text
inputs and generating image-and-text outputs. CM3 trains
with far larger computational resources compared to our
model – they train with 384 GPUs for 24 days, while we
use a single GPU for 1 day, making our method far more
computationally efficient.

To benchmark the performance of the two models, we run
a qualitative comparison to compare the produced images
given an image-and-text story input from Visual Storytelling
(VIST) (Huang et al., 2016). As FROMAGe produces im-
ages through retrieval and CM3 is a generative model, we
are primarily interested in their abilities to produce semanti-
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An item worn 
around the 
neck and 

waist in the 
kitchen [RET]

Pickles 
are made 
from this 

raw 
vegetable 
[RET]

An 
unhealthy 
meal [RET]

The sculpture rolled off 
the shelf because it 
wasn't level. This is 

not level: [RET]

[RET] 
=

The sculpture rolled 
off the shelf because 
it wasn't anchored. 
This is not anchored: 

[RET]

[RET] 
=

I used an old rag to 
clean the knife, and 
then I put it in the 

trash. I put this in the 
trash: [RET]

[RET] 
=

I used an old rag to 
clean the knife, and 
then I put it in the 
drawer. I put this in 
the drawer: [RET]

[RET] 
=

The foxes are getting in 
at night and attacking 
the chickens. They have 
gotten very nervous. 

These are nervous: [RET]

[RET] 
=

The foxes are getting 
in at night and 
attacking the 

chickens. They have 
gotten very bold. 

These are bold: [RET]

[RET] 
=

[RET] 
=

The 
weather at 
0 degrees 
celsius 
[RET]

[RET] 
=

A healthy 
meal [RET]

[RET] 
=

[RET] 
=

This 
liquid is 
used to 
fry foods 
[RET]

[RET] 
=

[RET] 
=

Figure 8. Selected examples from FROMAGe for various image-text tasks. It is capable of retrieving correct images from some examples
from the Winograd schema, as well as possess world knowledge.
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Input Context OursCM3

They have 
found a 
fish in the 
shallows.

Other 
friends 
join them 
as they 
walk down 
the 
riverbed.

Two 
gentlemen 
gather for 
a day in 
the 
wilderness.

He smiles 
and poses 
with his 
new found 
food.

Model Outputs

Other 
anglers 
come with 
their 
poles.

1 2 3 4

?

5

Here is 
my 
favorite 
dish the 
won ton 
soup.

I love 
looking at 
all the 
good 
tasting 
food on the 
menu.

Here we are 
at the 
location 
restaurant 
with the 
famous purple 
passion tree.

Meal is 
not 
complete 
without 
ice cream.

Want to 
make sure 
we don’t 
run out of 
gas on the 
way home.

?

51 2 3 4

It was 
beautiful.

I went 
on a 
tour of 
the old 
ruins.

I had a 
great time 
yesterday.

There were 
so many 
interesting 
areas.

After we spent 
all afternoon 
there we went 
home to get 
something to 
eat.

?

51 2 3 4

The man 
came 
here to 
hike.

The 
scenery 
was 
breath-
taking.

Many 
tourists 
visited 
this 
national 
park.

He met 
two other 
hikers 
and they 
started 
to talk.

An elderly couple 
asked the hiker to 
take their picture. 
He was happy to do 
so. He could relate 
with people who liked 
the same things he 
did.

?

51 2 3 4

Co-workers 
spent time 
with each 
other.

The company 
even set up 
a location 
prop.

Everyone 
gathered for 
the company’s 
holiday 
party.

[male] 
drank 
quite a 
bit and 
acted 
silly.

Overall, 
everyone 
really 
enjoyed 
themselves!

?

51 2 3 4

Figure 9. Comparison of our model against CM3 (Aghajanyan et al., 2022) on randomly selected examples from Visual Storytelling
(VIST) (Huang et al., 2016).

cally relevant images, rather than good quality images. Sev-
eral randomly selected qualitative examples are presented in
Fig. 9. We observe that CM3 is unable to produce coherent
outputs for most of the Visual Storytelling inputs. Most
outputs produced by CM3 are not interpretable or relevant
to the story input. In contrast, the outputs from FROMAGe
are relevant to the inputs, and a few (e.g., first row of the
fishermen, and last row of the people in Santa hats) are
capable of retrieving images that are visually and semanti-
cally coherent with the input story. We also observed that in
general, FROMAGe is more sensitive to input prompts and
images, while CM3 does not appear to be able to handle
long input sequences as well as FROMAGe.

B. Further Analysis
B.1. Details on Freezing Ablation

We explore the effect of freezing the weights of our lan-
guage model. Due to GPU memory constraints, we run this
experiment with the 1.3b OPT (Zhang et al., 2022) as the
LLM backbone. We compare a version where the weights
are kept frozen (FROMAGe with a 1.3b LLM), and a ver-
sion where the language model is allowed to be finetuned.
Despite the finetuned model achieving lower loss (on both
the training and validation sets of CC3M), we observe that
downstream performance on VIST and VisDial significantly
deteriorates. On VIST, finetuning the language model de-

creases retrieval performance on R@1 from 12.8 to 6.2, and
on VisDial (IT2T), decreases R@1 from 14.6 to 1.0. These
results demonstrate the importance of freezing the LLM
backbone in order to retain the abilities of the LLM (in-
context learning, zero-shot generalization) learnt from large
scale text pretraining.

B.2. Joint Retrieval + Captioning Training

We run ablations over the different loss functions (Tab. 3).
As the retrieval only model is only able to process text
inputs, and the captioning model is only able to generate text
outputs, we are unable to test the ablated models on VIST or
VisDial. Hence, we benchmark their captioning and retrieval
performance on MS-COCO (Lin et al., 2014), which tests
generalization from our training data (Conceptual Captions
3M (Sharma et al., 2018)).

We find that joint training with the multi-task captioning
and retrieval losses have no negative effect on performance
on the individual tasks, with most metrics staying the same
(with captioning scores slightly improving in the FROMAGe
model), which shows that we do not suffer from optimizing
our model over multiple objectives.

B.3. Image-Text Concatenation for Captioning

During training, we concatenate distinct examples sequen-
tially for image captioning. We found that this was signifi-
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Captioning T2I Retrieval I2T Retrieval

Training Loss BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR R@1 R@5 R@10 R@1 R@5 R@10

Captioning 0.4768 0.2899 0.1664 0.0965 0.2820 - - - - - -
Retrieval - - - - - 23.4 47.3 59.0 26.8 52.4 63.6
Captioning + Retrieval 0.4766 0.2932 0.1720 0.1023 0.2873 23.4 47.2 58.0 26.4 52.3 63.4

Table 3. Ablation results over different training objectives. All models are trained on CC3M (Sharma et al., 2018) and reported on the 5K
validation set of MS-COCO (2017) (Lin et al., 2014). For captioning, we report BLEU (Papineni et al., 2002) and METEOR (Banerjee &
Lavie, 2005) scores, and for retrieval, we report Recall@k (single captions).

cantly helpful for several downstream tasks, as it encourages
our model to attend to multiple images within a sequence
during training. In particular, on the VIST dataset, enabling
image-text concatenation improves R@1 from 11.6 to 15.6
when 5 captions and 4 images are provided as input (see
Sec. 4.1). On VisDial, we find that the ablated model per-
forms similarly. This agrees with intuition, as VIST requires
processing of multiple images interleaved with text (while
VisDial only has a single image in its input).

These results show that random concatenation is a strong
data augmentation strategy for generalization to tasks in-
volving interleaved-image-text data. As large datasets
with interleaved image-text data (such as those used in
Flamingo (Alayrac et al., 2022) or CM3 (Aghajanyan et al.,
2022)) are generally not available to the public, our proposed
approach may be a way to leverage large open image-text
datasets (Schuhmann et al., 2021) for training such multi-
modal models.

B.4. Image-Text Concatenation for Retrieval

As described in Sec. B.3, we concatenate distinct examples
sequentially for image captioning during training. This was
found to be helpful in encouraging the model to learn to
attend to multiple images interleaved within an image-text
sequence. We ran the same experiment for concatenating
examples for both image captioning and image-text retrieval.
For retrieval on concatenated examples, the model is tasked
to retrieve two separate images, one for the [RET] token at
the end of the first caption, and one for the one at the end
of the second. An example input text for a concatenated
example is:

silhouette of a plane against the
sunset [RET] cute cat sitting on a
scooter [RET]

in which case the model is expected to retrieve the appro-
priate images of a plane and a cat respectively. However,
we find that this concatenation does not appear to have a
positive effect on the downstream tasks of VIST and Vis-
Dial. On VIST, R@1 also slightly decreases from 15.6 to

0 1 2 3 4 5 6 7
# params 1e9

0

5

10

15

R@
1

Performance with Model Size

VIST
VisDial

Figure 10. Performance on VIST contextual image retrieval and
VisDial IT2T over different model scales. Performance generally
improves as models get bigger.

14.4. We hypothesize that this is likely because these tasks
(and many of our qualitative examples) do not require the
model to retrieve disparate images – multiple image out-
puts are usually related (e.g., dog example in Fig. 3 of the
main paper) and involve coreferencing. Concatenation of
retrieval examples during training is likely to deteriorate
these abilities. However, in certain multimodal applications
(such as retrieval for more factual multimodal tasks, rather
than dialogue), it may be possible that this retrieval concate-
nation strategy is still useful, and we leave exploration to
future work.

B.5. Scaling Properties

FROMAGe is trained in a model-agnostic approach
(Sec. 3.3), which can be applied to any pre-trained text-
only LLM. We demonstrate that our approach is scalable
and can benefit from larger, more expressive LLMs. We
conduct experiments using the OPT model family (Zhang
et al., 2022) with models of increasing parameter counts
(125M, 350M, 1.3B, 2.7B, and 6.7B).

Our results, as shown in Fig. 10, indicate that perfor-
mance generally improves with increasing model size on
the zero-shot contextual image retrieval task for Visual Sto-
rytelling (Huang et al., 2016) and Visual Dialog (Das et al.,
2017). This promising trend suggests that our framework is
likely to benefit from even larger text-only models such as
GPT-3 (175B) (Brown et al., 2020), Chinchilla (70B) (Hoff-
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mann et al., 2022), or PaLM (540B) (Chowdhery et al.,
2022). In future work, it will be interesting to test this, and
trained models may learn additional interesting emergent
behaviors (Wei et al., 2022).

B.6. Text Generation Results

In addition to the above evaluations, we also ran the zero-
shot VQAv2 (Goyal et al., 2017). We apply the same nor-
malization techniques from their GitHub repo5, and prompt
the model with the prefix Q: {question} A: format.
On zero-shot VQA, our model achieves a score of 28.51,
which is better or comparable to prior methods: a reim-
plementation of Frozen achieves 25.53, while running the
MAGMA pretrained model (which uses 25M image-text
as training data, including the VQA training set), achieves
28.35. These results show that our approach is competitive
with similar methods that use parameter efficient adaptation
(Frozen, MAGMA), with the added bonus that our model
can perform image retrieval interleaved with text. This al-
lows us to handle a much wider range of tasks: for example,
Frozen and MAGMA cannot produce images interleaved
with generated text. Our model is also significantly more
efficient (1 GPU day of training) compared to prior work
(MAGMA uses 32 GPUs for 1.25 days).

C. Human Evaluation Procedure
As detailed in Sec. 5.2 of the main paper, we perform human
evaluations of 500 randomly selected examples to determine
generated story quality given different input contexts. Users
are tasked to evaluate three settings:

1. Generated outputs conditioned on the last image only.

2. Generated outputs conditioned on the preceding text
descriptions only.

3. Generated outputs conditioned on the preceding im-
ages and text descriptions.

The results (described in Sec. 5.2 of the main paper), show
that setting #3, which contains the full multimodal context,
produces text that is rated as more coherent than both set-
tings #1 and #2, which contain less context (which is of a
single modality). We present individual ratings in Fig. 12,
which summarize the head-to-head comparisons for com-
paring one model against another.

We observe that #3 produces descriptions that are rated as
more relevant to the image than #2, but less relevant than
the single image case #1. We attribute this to #1 generating
more factual, caption-like outputs (as only a single image is
provided as input), while #3 generates more story-like out-
puts (and hence are more coherent overall). Overall, these

5https://github.com/GT-Vision-Lab/VQA

results show the ability of FROMAGe to learn in-context to
produce stories rather than caption outputs. FROMAGe is
able to learn in-context and condition on both the input im-
ages and text descriptions to produce coherent story outputs
which are aligned to a corresponding image (side-by-side
qualitative examples in Fig. 13).

We ran evaluations on Amazon Mechanical Turk with hu-
man raters located in the US and Canada. Annotators were
paid at an estimated hourly rate of 15 USD / hr. We spent a
total of approximately 140 USD to collect our evaluations.

D. Current Limitations and Broader Impacts
Many existing large language models and large generative
models are prone to certain types of unintended behavior.
They sometimes make up facts, generate toxic and socially
biased text outputs, propagate disinformation, or ignore user
prompts (Gehman et al., 2020; Bommasani et al., 2021;
Bender et al., 2021). When tasked to generate text, these
large models also often exhibit failure modes such as neural
text degeneration and generation of incoherent and repetitive
text (Holtzman et al., 2020; Li et al., 2022b).

A core component of the FROMAGe model is the frozen
LLM backbone, which we ground for producing text and
visual outputs. Unsurprisingly, our model also inherits some
of the problems that text-only LLMs possess, such as gener-
ating repetitive outputs, not following user instructions, and
other common failure modes. It is also susceptible to the
limitations of these language models, including the risk of
producing disinformation or toxic content. The broader is-
sues relating to text generation for our model are also likely
to be addressed and alleviated by future work on better large
language models. In particular, using language models that
are finetuned with human feedback (Ouyang et al., 2022) or
instruction finetuned (Wei et al., 2021; Chung et al., 2022)
may be one direction towards improving output quality, and
for reducing the risk of producing toxic and socially biased
content. As FROMAGe is modular in nature, we can easily
swap out our LLM backbone for better and more robust
language models released in the future, enabling us to easily
improve its performance on downstream applications, and
reduce the risk of generating harmful content.

FROMAGe is also a model that can produce images. In
this work, we produce images (interleaved within text) by
retrieving from a fixed set of images from Conceptual Cap-
tions (Sharma et al., 2018). Like other image-text retrieval
models (Radford et al., 2021; Jia et al., 2021), our model
is susceptible to existing biases found in the training and
retrieval datasets. Although image retrieval is unable to pro-
duce truly novel images from outside of the retrieval data,
it also has benefits for controlling output results. Unlike
image generation models which synthesize novel images
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Figure 11. User interface shown to for human raters for performing evaluations. Raters are tasked to compare model outputs with different
contexts as inputs, and rate (1) whether they form more coherent stories and (2) are more relevant to the last image. Model outputs are
anonymized and shuffled.
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Figure 12. Head-to-head evaluations of FROMAGe with different input contexts. For each figure, human evaluators are tasked to select
whether one model is more coherent than the other, and if one is more relevant to the image.

Input Context 5 images + 4 
captions1 images4 captions

This one 
reminds me 
of a 
Christmas 
ornament!

“The colors are 
so bright and 

vivid.”

Although 
beautiful, 
it’s a bit 
scary when 
they fire off 
too close to 
the ground.

Who doesn’t 
love 
fireworks? 
This one 
looks like a 
fiery palm 
tree!

When they 
break 
apart, they 
look like 
little 
crawly 
bugs.1 2 3 4 55

“Fireworks 
light up the 
sky at the 
annual 

festival.”
5

“I was thinking 
the same 
thing.”

5 55

He climbed 
high and took 
pictures at 
major 
milestones on 
the way up.

He went 
with a 
group and 
camped with 
others on 
the 
mountain.

[male] went 
prepared to 
go on a trip 
that involved 
hiking, 
camping and 
climbing.

“He was happy 
to be there.”

He made it 
to the top 
and saw the 
clouds.

1 2 3 4 555

“Person taking 
a photo of the 
sunset from the 

summit of 
mountain.”

“He was a man 
of many 
talents.”

555

We put the 
meat on 
the grill.

We then got 
the grill 
ready.

“We had a nice 
family dinner.”

We set up 
the table 
for easter 
dinner.

After church 
our relatives 
started 
showing up.

1 2 3 4 555 5

“I was the only 
one who didn't 
have a relative 

there.”

55

“A group of 
people at a 

dinner table.”

They found a 
few different 
locations.

They were 
taking 
pictures 
for their 
announceme-
nts.

The couple 
was preparing 
for their 
wedding.

The woman 
had to show 
off her 
ring.

“The couple got 
engaged on a 
trip to New 
York City.”

1 2 3 4 555

“Red berries on 
a tree in the 

winter.”

“I think she 
was just trying 
to get the guy 

to stop 
filming.”

555

The smoke was 
billowing for 
hours.

He watched 
the blaze 
from his 
room on the 
second 
floor.

There was a 
terrible fire 
last night.

It was on 
the news 
before 
dark.

1

“The fire was 
so big it could 
be seen from 

space.”

2 3 4 555

“A fire in the 
distance”

“I was watching 
the news and 

didn't see it.”

555

Model Outputs

Figure 13. Examples of generated stories conditioned on different input contexts.
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from scratch, a benefit of retrieving from a fixed corpus is
that it allows us to explicitly control what our model can
output. Retrieval enables possible mitigation strategies such
as filtering for inappropriate content, such that FROMAGe
and similar models would not be able to produce particular
types of objectionable images. However, for deployment of
such technologies (and future research on generative multi-
modal dialogue models), it is essential to test and analyze
data used to mitigate the risk of training large multimodal
models (Birhane et al., 2021). This will involve filtering of
images, rigorous testing of model biases (for both image
and text content), and more.
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