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Abstract
Transformer Hawkes process models have shown
to be successful in modeling event sequence data.
However, most of the existing training meth-
ods rely on maximizing the likelihood of event
sequences, which involves calculating some in-
tractable integral. Moreover, the existing meth-
ods fail to provide uncertainty quantification for
model predictions, e.g., confidence intervals for
the predicted event’s arrival time. To address these
issues, we propose SMURF-THP, a score-based
method for learning Transformer Hawkes process
and quantifying prediction uncertainty. Specifi-
cally, SMURF-THP learns the score function of
events’ arrival time based on a score-matching
objective that avoids the intractable computation.
With such a learned score function, we can sample
arrival time of events from the predictive distribu-
tion. This naturally allows for the quantification
of uncertainty by computing confidence intervals
over the generated samples. We conduct exten-
sive experiments in both event type prediction and
uncertainty quantification of arrival time. In all
the experiments, SMURF-THP outperforms exist-
ing likelihood-based methods in confidence cal-
ibration while exhibiting comparable prediction
accuracy.

1. Introduction
Sequences of discrete events in continuous time are rou-
tinely generated in many domains such as social media
(Yang et al., 2011), financial transactions (Bacry et al.,

1University of Science and Technology of China,
Hefei, China 2Georgia Institute of Technology, Atlanta,
USA 3Amazon.com Inc., Palo Alto, USA 4The Chinese
University of Hong Kong, Hongkong, China. Corre-
spondence to: Zichong Li <lzc123@mail.ustc.edu.cn>,
Tuo Zhao <tourzhao@gatech.edu>, Hongyuan Zha
<zhahy@cuhk.edu.cn>.

Proceedings of the 40 th International Conference on Machine
Learning, Honolulu, Hawaii, USA. PMLR 202, 2023. Copyright
2023 by the author(s).

2015), and personalized treatments (Wang et al., 2018).
A common question to ask is: Given the observations of
the past events, when and what type of event will happen
next? Temporal point process such as the Hawkes process
(Hawkes, 1971) uses an intensity function to model the ar-
rival time of events. A conventional Hawkes process defines
a parametric form of the intensity function, which assumes
that the influence of past events on the current event de-
creases over time. Such a simplified assumption limits the
model’s expressivity and fails to capture complex dynam-
ics in modern intricate datasets. Recently, neural Hawkes
process models parameterize the intensity function using
recurrent neural networks (Du et al., 2016; Mei & Eisner,
2017) and Transformer (Zuo et al., 2020; Zhang et al., 2020).
These models have shown to be successful in capturing com-
plicated event dependencies.

However, there are two major drawbacks with existing train-
ing methods for neural Hawkes process models. First, they
mainly focus on maximizing the log-likelihood of the events’
arrival time and types. To calculate such likelihood, we need
to compute the integral of the intensity function over time,
which is usually computationally challenging, and therefore
numerical approximations are often applied. As a result, not
only is the computation complex, but the estimation of the
intensity function can still be inaccurate in these likelihood-
based methods. Second, the arrival time of events often
follows a long tail distribution, such that point estimates
of the arrival time are unreliable and insufficient. Thus,
confidence intervals that can quantify model uncertainty
are necessary. However, calculating the confidence interval
directly from density is computationally challenging. This
is because we need to compute the coverage probability,
which is essentially another integral of the intensity function
(recall that the intensity is an infinitesimal probability).

To overcome the above two challenges, we propose
SMURF-THP, a score-based method for learning Trans-
former Hawkes process models and quantifying the uncer-
tainty of the models’ predicted arrival time. The score-
based objective in SMURF-THP, originally introduced by
Hyvärinen & Dayan (2005), is to match the derivative of
the log-likelihood (known as score) of the observed events’
arrival time to the derivative of the log-density of the em-
pirical (unknown) distribution. Note that calculating scores
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no longer requires computing the intractable integral in the
likelihood function. Moreover, SMURF-THP is essentially
a score-based generative model: With the neural score func-
tion learnt by SMURF-THP, we can generate samples from
the predicted distribution of the arrival time. This naturally
allows for the quantification of uncertainty in predictions by
computing confidence intervals over the generated samples.

Note that Transformer Hawkes process jointly models event
types and arrival time. Because score matching methods
can only be applied to handle the continuous arrival time
but not the categorical event types, we need to decompose
the joint likelihood into a marginal likelihood of the arrival
time and a partial likelihood of the types. When training the
Transformer Hawkes process models using SMURF-THP,
the objective becomes a weighted sum of the score-matching
loss (which replaces the marginal likelihood of the arrival
time) and the negative partial log-likelihood of event types.

We demonstrate the effectiveness of SMURF-THP for learn-
ing Transformer Hawkes process models on four real-world
datasets, each of which contains sequences of multiple types
of discrete events in continuous time. We decompose the
joint likelihood by conditioning event type on the arrival
time and consider a Transformer Hawkes process where one
single intensity function is shared across all event types. Our
experimental results show that compared with likelihood-
based methods, SMURF-THP demonstrates superior perfor-
mance on uncertainty quantification of arrival time, while
exhibiting comparable event-type prediction accuracy. For
example, SMURF-THP achieves within 0.3% prediction ac-
curacy compared with likelihood-based methods, while gain-
ing 4-10% confidence calibration in predictions of arrival
times.

The rest of the paper is organized as follows: Section 2
briefly reviews the background, Section 3 describes our pro-
posed method, Section 4 presents the experimental results,
and Section 5 discusses the related work and draws a brief
conclusion.

2. Background
We briefly review the neural Hawkes process models, the
Transformer model and the score matching method.

2.1. Neural Hawkes Process

For simplicity, we review neural Hawkes process with only
one event type. And we will introduce Hawkes process with
multiple event types (i.e., marked point process) in the next
section. Let S = {ti}Li=1 denote an event sequence with
lengthL, where each event is observed at time ti ∈ [0, tmax].
We further denote the history up to time t as Ht = {tj :
tj < t}, and the conditional intensity function as λ(t | Ht).
Then, we have the conditional probability of the next event

proceeding ti−1 as:

pT (t | Hti) = λ(t | Hti)e
−

∫ t
ti−1

λ(τ |Hti
)dτ
. (1)

The log-likelihood of the event sequence S is then

ℓ0(S) =
L∑

i=1

log λ(ti|Hti)−
∫ tmax

0

λ(τ |Hti)dτ. (2)

Notice that exact computation of the integral in Eq. (1) is in-
tractable, such that numerical approximations are required.

Neural Hawkes Process parameterizes the intensity function
λ with deep neural networks. For example, Du et al. (2016);
Mei & Eisner (2017) use variants of recurrent neural net-
works, and Zuo et al. (2020); Zhang et al. (2020) use the
Transformer model (Vaswani et al., 2017). Other examples
include employments of deep Fourier kernel (Zhu et al.,
2021) and feed-forward neural networks (Omi et al., 2019).

2.2. Transformer Model

In this paper, we parameterize the intensity function λ in
Eq. (1) using a Transformer model (Vaswani et al., 2017).
The Transformer model has multiple Transformer layers,
where each layer contains a self-attention mechanism and
a feed-forward neural network. The self-attention mech-
anism assigns attention weights to every pair of events in
a sequence. These weights signify the strength of the de-
pendency between pairs of events, with smaller weights
indicating weaker dependencies and larger weights suggest-
ing stronger ones. Such mechanism efficiently models the
dependencies between events irrespective of their position in
the sequence, thereby capturing long-term effects. The feed-
forward neural network in each layer further incorporates
non-linearities to offer a larger model capacity for learning
complex patterns. Studies have shown that the Transformer
model outperforms recurrent neural networks in modeling
event sequences (Zuo et al., 2020; Zhang et al., 2020).

2.3. Score Matching

Score matching (Hyvärinen, 2005) is originally designed
for estimating non-normalized statistical methods on Rn

without challenging computation of the normalization term.
In practice, however, score matching is not scalable to high-
dimensional data and deep neural networks due to the cal-
culation of derivative of density. Denoising score matching
(Vincent, 2011) is one of its variants that circumvent the
derivative by adding perturbation to data points. Song et al.
(2019) also enhance the scalability by projecting the score
function onto random vectors. Yu et al. (2019) and Yu et al.
(2022) further generalize the origin score matching to ac-
commodate densities supported on a more general class of
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domains. Early work (Sahani et al., 2016) has adopted score
matching in modeling Poisson point process, but it fails
to model complicated event dependencies induced in the
modern event data due to the simplified assumption that the
intensity function is independent of the historical events.
A suitable sampling algorithm for score matching-based
models is Langevin Dynamics (LD), which can produce
samples from a probability density using only its score func-
tion. Hsieh et al. (2018) propose Mirror Langevin Dynamics
(MLD) as a variant of Langevin Dynamics that focuses on
sampling from a constrained domain. We employs both LD
and MLD for generating event samples in our experiments.

3. Method
3.1. Score Matching Objective of Hawkes Process

Let S = {(ti, ki)}Li=1 denote an event sequence of length
L, where each pair (ti, ki) corresponds to an event of type
ki ∈ {1, · · · ,M} happened at time ti ∈ [0, tmax]. Also, we
denote the history events up to time t as Ht = {(tj , kj) :
tj < t}. Our goal is to learn pT,K(t, k |Ht), the joint
conditional probability of the event proceeding time t given
the history Ht.

To employ score matching, we decompose the joint con-
ditional pdf pT,K by conditioning on the event time. By
doing so, the partial likelihood of the discrete event types
can be maximized by minimizing the cross entropy loss;
and the marginal likelihood of the continuous event time
can be substituted by a score-matching objective. Such a
substitution avoids the intractable integral of the intensity.
Specifically, we condition pT,K on the event time and we
have:

pT,K(t, k |Ht) = pT (t |Ht) · pK |T (k | t,Ht).

Correspondingly, we have the log-likelihood:

ℓ(S)=
L∑

i=1

log pT (ti|Hti)+

L∑
i=1

log pK|T (ki|ti,Hti). (3)

We can use a neural network to parameterize the intensity
function and directly train the model using Eq. (3). How-
ever, such an approach inevitably faces computational chal-
lenges, i.e., exact computation of the intensity’s integral is
intractable. Therefore, we derive a score-matching objective
to substitute the first term in Eq. (3).

In SMURF-THP, we use a Transformer model with parame-
ters θ to parameterize the intensity function. More details
are presented in Section 3.3. A sample’s score is defined as
the gradient of its log-density. Then, using Eq. (1), we can
write the score of the i-th event given its history Hti and the

model parameters θ as:

ψ(ti |Hti ; θ) = ∂t log pT (ti |Hti ; θ)

= ∂t log λ(ti |Hti ; θ)− λ(ti |Hti ; θ).

The original objective of score matching is to minimize the
expected squared distance between the score of the model
ψ(·; θ) and the score of the ground truth ψ∗(·). However,
minimizing such an objective is infeasible since it relies
on the unknown score ψ∗(·). We can resolve this issue by
following the general derivation in Hyvärinen (2005) and
arrive at an empirical score-matching objective for Hawkes
process with single type:

Ĵ(θ) =

L∑
i=1

[
1

2
ψ(ti |Hti ; θ)

2 + ∂tψ(ti |Hti ; θ)], (4)

where ∂tψ(ti |Hti ; θ) = ∂2t log λ(ti |Hti ; θ) − ∂tλ(ti |
Hti ; θ). We state in the follow theorem that the score match-
ing objective in Eq. (4) satisfies local consistency: minimiz-
ing Ĵ(θ) is as sufficient as maximizing the first term of Eq.
(3) for estimating the model parameters.

Theorem 3.1. Assume the event time in sequence S fol-
lows the model: p∗T (t |Ht) = pT (t |Ht; θ

∗) for some θ∗,
and that no other parameter gives a pdf that is equal 1 to
pT (·; θ∗). Assume further that the optimization algorithm is
able to find the global minimum and pT (t |Ht; θ) is positive
for all t and θ. Then the score matching estimator obtained
by minimizing Eq. (4) is consistent, i.e., it converges in prob-
ability towards θ∗ when sample size approaches infinity.

Proof. Let ψ∗(·) and ψ(·; θ) be the associated score func-
tion of p∗T (·) and pT (·; θ), respectively. The objective in Eq.
(4) is an empirical estimator of the following objective:

J(θ)=
1

2

〈
L∑

i=1

(ψ(ti | Hti ; θ)− ψ∗(ti | Hti))
2

〉
{ti}L

i=1∼p∗
T

.

We first prove that J(θ) = 0 ⇒ θ = θ∗. Since p∗T (·) is
positive, we can infer from J(θ′) = 0 that ψ(·; θ′) and
ψ∗(·) are equal, which implies log p∗T (·) = log pT (·; θ′)+c
for some constant c. Because both p∗T and pT are pdf’s,
the constant c must be 0 and hence we have p∗T = pT .
By assumption, θ∗ is the only parameter that fulfills this
equation, so necessarily θ′ = θ∗.

Then according to the law of large numbers, Ĵ converges
to J as the sample size approaches infinity. Thus, the esti-
mator converges to a point where J is globally minimized.

1Equality of pdf’s are taken in the sense of equal almost every-
where with respect to the Lebesgue measure.
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Considering J(θ) = 0 ⇒ θ = θ∗, the minimum is unique
and must be found at the true parameter θ∗.

We highlight that by substituting the first term of Eq. (3) with
the score-matching objective in Eq. (4), we no longer need
to compute the intractable integral. For the second term in
Eq. (3), we employ a neural network classifier g(ti,Hti ;ω)
parameterized by ω. The classifier takes the timestamp ti
and its history Hti as inputs, and the classifier outputs an
event type distribution of the next event proceeding time ti.
We can learn the model parameters [θ;ω] by minimizing the
following loss function

L(S) = αĴ(θ) +

L∑
i=1

CE(g(ti,Hti ;ω), ki),

where α is a hyperparameter that controls the weight of the
score matching objective and CE is the cross entropy loss.

3.2. Training: Denoising Score Matching

In practice, the direct score-based approach has limited
success because of two reasons. First, the estimated score
functions are inaccurate in low-density regions (Song &
Ermon, 2019). Second, the derivatives of the score func-
tions in Eq. (4) contain second-order derivatives, leading to
numerical instability.

To alleviate these issues, we adopt denoising score matching
(Vincent, 2011), which perturbs the data with a pre-specified
noise distribution. Specifically, we add a Gaussian noise
N (0, σ) to each observed event time ti, obtaining a noise-
perturbed distribution qσ(t | ti), the intent of which is to
augment samples in the low density regions of the original
data distribution. Moreover, the denoising score matching
objective circumvents computing second-order derivatives
by replacing them with the scores of the noise distributions.
Suppose for the i-th event, we have S perturbed event time
denoted by {tσ,ji }Sj=1, then we can substitute the objective
Ĵ(θ) in Eq. (4) by

Ĵσ(θ)=

L∑
i=1

S∑
j=1

1

2
∥ψ(tσ,ji |Hti ; θ)

2 − ∂t log qσ(t
σ,j
i | ti)∥2.

Here, ∂t log qσ(t | ti) = ti−t
σ2 is the score of the noise dis-

tribution, which directs the perturbed timestamps to move
towards the original time ti.

3.3. Parametrization

We now introduce how we construct our model. We follow
Transformer Hawkes Process (Zuo et al., 2020; Zhang et al.,
2020) that leverages self-attention mechanism to extract

features from sequence data. Given input sequence S , each
event are firstly encoded by the summation of temporal
encoding and event type embedding (Zuo et al., 2020). Then
we pass the encoded sequence C ∈ RL×D through the
self-attention module that compute the multi-head attention
output A as

A = Concat(A1, ...,AH)WO,

Ah = Softmax(
(CWQ

h )
⊤CWK

h√
dk

)CWV
h .

Matrices WQ
h ,W

K
h ∈ Rd×dk and WV

h ∈ Rd×dv are query,
key, value projections, and WO ∈ R(dv∗H)×d aggregates
the final attention outputs. Then A is fed through a position-
wise feed-forward neural network (FFN) to obtain the hid-
den representations as

FFN(A) = max(0,AWFC
1 + b1)W

FC
2 + b2,

where the jth row of FFN(A) encodes the jth event and all
past events up to time tj . In practice, we stack multiple self-
attention modules and position-wise feed-forward networks
to construct a model with a larger capacity. We add future
masks while computing the attention to avoid encoding
future events.

After generating hidden representations for event sequence,
we parametrize the total intensity function λ as f and the
conditional distribution of next event type pK |T as g. The
parametric functions are defined by

f(t,Htj+1
)=Tanh(h(j)[Wf

1 (t− tj) +Wf
2 ] + bf

1 )w
f
3

⊤

+ bf
2 ,

g(t,Htj+1
)=Softmax(h(j) [Wg

1(t− tj) +Wg
2] + bg),

where Wf
1 ,W

f
2 ,w

f
3 ,W

g
1,W

g
2 are trainable weight matrix.

3.4. Uncertainty Quantification

Using the learnt score function, we can generate new events
using the Langevin Dynamics (LD) and compute confidence
intervals. Without loss of generality, we denote the learnt
score function as ψ(t |Ht) = ∂t log p(t |Ht). Suppose we
aim to generate a sample for the ith event, we first generate
an initial time gap t(0) ∼ π(t) with π being a uniform prior
distribution. Then, the LD method recursively updates the
time gap given history Hti by

t(n) = t(n−1) +
ϵ

2
ψ(ti−1 + t(n−1) |Hti) +

√
ϵzn.

Here, ϵ is a step size and we have zn ∼ N (0, 1) for n =
1, · · · , N . The distribution of t(N) is proved to approximate
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the predicted distribution as ϵ → 0 and N → ∞ under
certain regularity conditions (Welling & Teh, 2011). Note
that negative time gap can appear in both the perturbation
process and the sampling process due to the added random
Gaussian noise. This violates the constraint that an event’s
arrival time should be non-decreasing. To resolve this issue,
we adopt Tweedie’s formula (Efron, 2011) and add an extra
denoising step after the LD procedure:

t̂ = t(N) + σψ(ti−1 + t(N) |Hti).

Here, σ is the standard deviation of the Gaussian noises.
The final event time sample is then ti−1 + t̂.

Using the above sampling algorithm, we can generate event
time samples under different histories for uncertainty quan-
tification. As for event type, we sample from the learnt
conditional density function g(ti−1 + t̂,Hti ; ω̂) for each
time sample.

4. Experiments
We demonstrate the effectiveness of our method on four
real-world datasets with four baselines. Our code is publicly
available at https://github.com/zichongli5/SMURF-THP.

4.1. Setup

Datasets. We experiment on four real-world datasets. Ta-
ble 1 summarizes their statistics.

Table 1. Datasets statistics. From left to right columns: name of
the dataset, number of event types, number of events, and average
length per sequence.

Dataset #Type #Event Avg. Length

StackOverflow 22 480413 64
Retweet 3 2173533 109

MIMIC-II 75 2419 4
Financial 2 414800 2074

StackOverflow (Leskovec & Krevl, 2014) StackOverflow is
a website that serves as a platform for users to ask and
answer questions. Users will be awarded badges based on
their proposed questions and their answers to others. This
dataset contains sequences of 6, 633 users’ reward history
in a two-year period, where each event signifies receipt of a
particular type of medal.

Retweet (Zhao et al., 2015) This dataset contains 24, 000
sequences of tweets. Each sequence starts with an original
tweet at time 0, and the following events signify retweeting
by other users. All users are grouped into three categories

based on the number of their followers. So each event is
labeled with the retweet time and the retweeter’s group.

MIMIC-II (Du et al., 2016) This dataset contains a subset
of 650 patient’s clinical visits to the Intensive Care Units
in a seven-year period. Each sequence consist of visits
from one particular patient, and each event is labeled with a
timestamp and a set of diagnosis codes.

Financial Transactions (Du et al., 2016) This dataset con-
tains a total of 0.7 million transaction records for a stock
from the New York Stock Exchange. The long single se-
quence of transactions are partitioned into 2, 000 subse-
quences, where each event is labeled with the transaction
time and the action that was taken: buy or sell.

For all the aforementioned datasets, we adhere to the same
data pre-processing and train-dev-test partitioning as de-
scribed in (Du et al., 2016) and (Mei & Eisner, 2017). Ad-
ditionally, we apply normalization and log-normalization
techniques to enhance performance. In particular, we
normalize the event time in the MIMIC-II dataset, while
for the Retweet and Financial datasets, we perform log-
normalization of time using the formula log(t)−Mean(log(t))

Var(log(t)) .
During the testing phase, we rescale the generated events’
timestamps to their original scale and assess their quality.

Baselines. We compare our method to four existing works:

• Neural Hawkes Process (NHP, Mei & Eisner (2017)),
which designs a continuous-time LSTM to model the evolu-
tion of the intensity function between events;

• Noise-Contrastive Estimation for Temporal Point Pro-
cess (NCE-TPP, Mei et al. (2020)), which adopts the noise-
contrastive estimator to bypass the computation of the in-
tractable normalization constant;

• Self-Attentive Hawkes Process (SAHP, Zhang et al.
(2020)), which proposes a time-shifted positional encod-
ing and adopts self-attention to model the intensity function;

• Transformer Hawkes Process (THP, Zuo et al. (2020)),
which adopts the Transformer architecture to capture long-
term dependencies in history and designs a continuous for-
mulation for the intensity function.

For a fair comparison, we employ the same backbone archi-
tecture as THP and use default hyperparameters for NHP
and SAHP. We implement NCE-TPP using the Transformer
backbone in place of its original LSTM structure. Because
these methods do not support uncertainty quantification orig-
inally, we calculate the scores from their estimated intensity
functions that were learnt through maximum likelihood or
noise-contrastive estimation. Then we can follow the similar
LD sampling procedure of ours to generate samples using
these baseline models.
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Metrics. We apply five metrics for measuring the quality of
the generated event samples:

• Calibration Score calculates the Root Mean Squared Error
(RMSE) between the coverage of the confidence intervals
produced by the samples and that of the desired probabilities.
Specifically, with U generated samples {t̂ j

i }Uj=1 for each
time point ti, we can estimate a qs-confidence interval as
[0, tqsi ], where tqsi is the qs-quantile of the U samples. Then
we can compute the coverage of the estimated qs-intervals
by counting how many times the true value ti falls in the
estimated intervals, i.e., cs =

∑L
i=1 Iti<tqsi

. Calibration
Score is defined as the average RMSE between the coverage
and the confidence level qs:

CS =

√√√√ 1

S

S∑
s=1

(cs − qs)2.

We consider to compute CS scores at quantiles of
{0.5, 0.55, ..., 0.95} because the samples generated below
0.5 quantiles are less useful and can be still noisy even using
the denoising sampling method;

• Continuous Ranked Probability Score (CRPS) measures
the compatibility of the estimated cumulative distribution
function (cdf) F̂ per time ti as

CRPS(F̂ , ti) =

∫ ∞

0

(F̂ (t)− It≥ti)
2dt.

We compute the empirical CRPS (Jordan et al., 2017) for
time ti from the samples by

CRPS =
1

LU

L∑
i=1

[

U∑
j=1

|t̂ j
i − ti| −

1

2U

U∑
j=1

U∑
k=1

|t̂ j
i − t̂ k

i |].

The total CRPS is then defined as the average among the
empirical CRPS of all events.

• Interval Length (IL) computes the average length of the
predicted intervals for a particular confidence level qs as

IL =
1

L

L∑
i=1

tqsi .

• Coverage Error (CER) calculates the mean absolute error
between a coverage cs and the corresponding confidence
level qs as

CER = |cs − qs|.

We report IL and CER at qs = 0.5 in the main results. For
all of the above metrics, lower is considered “better”.

• Type Prediction Accuracy measures the quality of the
generated event’s types. We take the mode of the sampled
types as the prediction and then compute the accuracy.

4.2. Results

Comparison of Uncertainty Quantification. We compare
different methods’ performance in Table 2. We can see that
SMURF-THP outperforms other baselines by large margins
in terms of CS and CER. It also achieves the lowest CRPS
and IL at confidence level of 0.5 for most datasets. This
indicates that SMURF-THP provides the most precise and
concurrently, the narrowest confidence intervals. The im-
provements come from two reasons: 1) SMURF-THP can
generate samples in higher quality using the scores that are
more accurately learned by minimizing the score matching
objective. In contrast, the baselines do not initially support
sampling and their scores are less accurate as they are de-
rived from the intensity functions that are estimated by max-
imizing an approximated log-likelihood. 2) SMURF-THP
can utilize the denoising score matching method to perturb
the data points and effectively reduce the area of low-density
regions in the original data space, whereas other baselines
do not support this.

Comparison of Event Type Prediction. We also compare
the event type prediction accuracy of all the methods in
Table 2. NHP, NCE-TPP and SAHP predict event type by
the estimated expectation of intensity, while THP and our
method adopt an additional classifier for prediction. As
depicted in the table, SMURF-THP attains slightly lower ac-
curacy compared to THP, but surpasses other baselines. We
attribute the accuracy loss to the fact that SMURF-THP is
trained to predict event type given a ground truth timestamp
but is tested on a sampled timestamp since it is unknown in
the testing. As elaborated in Section 4.3, SMURF-THP can
achieve comparable or even superior accuracy when tested
using true timestamps.

Different Confidence Level. Figure 1 and Figure 2 com-
pare the coverage and the interval length of the confidence
intervals at different levels across four datasets. The black
line in Figure 1 signifies the desired coverage. Compared
with THP and SAHP, our method is much closer to the
black line, which indicates that the generated confidence in-
tervals are more accurate. Notice that the coverage error on
small probabilities is larger than that on large probabilities.
The reason is that sampling around 0 is more challenging
as the Langevin step size is relatively larger and the score
function changes more rapidly. SMURF-THP effectively
mitigates such bias by learning a more precise event distri-
bution. Figure 2 reveals that SMURF-THP also achieves
a shorter interval length than THP and SAHP for most
of the assessed confidence levels. Despite SMURF-THP
experiencing longer intervals on small probability for the
StackOverflow dataset, the corresponding coverage of the
baselines is less precise. The improvement on the Retweet
dataset is particularly notable since its distribution of event
time exhibits a longer tail, where adding perturbation is
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Table 2. Comparison of different methods’ performance on four real-world datasets in terms of Calibration Score (CS), CRPS, Coverage
Error (CER) and Interval Length (IL). CER and IL are both calculated at confidence level 0.5.

StackOverflow Retweet

Methods CS(%)(↓) CRPS(↓) CER(%)(↓) IL(↓) Acc(%)(↑) CS(%)(↓) CRPS(↓) CER(%)(↓) IL(↓) Acc(%)(↑)
NHP 6.64±0.55 0.69±0.01 5.78±0.26 0.67±0.04 46.20±0.13 14.35±0.22 1.65±0.05 16.98±0.24 0.077±0.005 60.28±0.08

NCE-TPP 5.64±0.46 0.62±0.01 5.99±0.39 0.63±0.04 46.20±0.15 13.55±0.10 1.59±0.05 10.30±0.16 0.055±0.002 60.30±0.06

SAHP 4.48±0.24 0.48±0.02 7.73±0.47 0.55±0.01 46.22±0.06 10.06±0.35 1.12±0.02 15.65±0.03 0.061±0.001 60.32±0.08

THP 4.13±0.25 0.46±0.01 5.90±0.33 0.56±0.02 46.48±0.05 4.12±0.13 1.08±0.05 3.00±0.02 0.059±0.002 60.63±0.13

SMURF-THP 0.65±0.12 0.44±0.01 0.48±0.09 0.52±0.01 46.26±0.08 0.71±0.16 0.86±0.04 0.76±0.03 0.031±0.001 60.34±0.12

MIMIC-II Financial

Methods CS(%)(↓) CRPS(↓) CER(%)(↓) IL(↓) Acc(%)(↑) CS(%)(↓) CRPS(↓) CER(%)(↓) IL(↓) Acc(%)(↑)
NHP 9.87±0.35 0.74±0.03 8.85±0.29 0.69±0.04 83.25±0.27 4.64±0.42 1.03±0.01 3.85±0.30 0.053±0.002 60.23±0.05

NCE-TPP 6.52±0.24 0.65±0.01 9.23±0.38 0.77±0.04 83.60±0.32 3.55±0.12 1.35±0.05 4.09±0.04 0.055±0.04 60.28±0.09

SAHP 7.49±0.32 0.61±0.01 15.70±0.52 0.35±0.01 83.76±0.13 3.50±0.33 1.09±0.05 3.19±0.06 0.048±0.003 60.37±0.08

THP 3.89±0.14 0.75±0.05 5.81±0.12 0.84±0.03 84.78±0.13 3.53±0.19 1.57±0.02 3.19±0.13 0.042±0.006 60.51±0.06

SMURF-THP 2.87±0.11 0.55±0.04 2.33±0.09 0.43±0.03 84.02±0.31 2.49±0.13 0.84±0.01 2.61±0.06 0.042±0.003 61.02±0.09

necessary for modeling scores on low-density regions.
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Figure 1. Coverage of different confidence levels on four datasets.

Distribution of Samples. We visualize the distribution of
samples generated by SMURF-THP for several events to
study the predicted intensity and present them in Figure 3.
A large proportion of the samples stay close to value 0,
which is reasonable since most of the events occur within
a short time after the previous one. Distributions vary as
time goes further. Figure 3(c) and Figure 3(d) exhibit that
SMURF-THP can still present tiny peaks around the ground
truth value, indicating that our model can still capture the
effect of historical events. Yet, the generated samples may
be inaccurate due to the huge randomness around the large
values of arrival time.
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Figure 2. Interval Length of different confidence levels on four
datasets. We minus the interval length of all methods with the
length of SMURF-THP (denoted as Interval Length∆) to better
show the differences.

4.3. Ablation Study

Parametrization. In addition to parametrizing the inten-
sity function, we can also parametrize the score function
directly as was done in conventional score-based methods.
That is, we can mask the intensity function and directly
parametrize the corresponding score function with the neu-
ral network. Table 3 summarizes the results on the Stack-
Overflow and Retweet datasets, where SMURF-THPs in-
dicates SMURF-THP with the score function parametrized.
Results imply that parametrizing the intensity function fits
the sequence better than parametrizing the score function.
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Figure 3. Distribution of samples generated by SMURF-THP and
the ground truth value t in the StackOverflow dataset. The green
and black lines signify the mean and median values of the samples.
Ground truth of the event arrival time t is chosen randomly from
time intervals [0, 1), [1, 2), [4, 5), and [5, 6).

This might occur because deriving the score function from
the intensity implicitly narrows the searching space, which
facilitates the model’s convergence.

Table 3. Calibration Score and CRPS of SMURF-THP with two
different parametrizations. The superscript s indicates a direct
parametrization on the score function as opposed to no superscript
indicating a parameterization on the intensity function.

StackOverflow Retweet

Methods CS(%) CRPS CS(%) CRPS

SMURF-THPs 6.13 0.54 3.92 1.33
SMURF-THP 0.65 0.44 0.71 0.86

Denoising. SMURF-THP adds Gaussian noise to data points
and adopts denoising score matching for better performance
and computational efficiency. We test the effects of different
noise scales σ in Figure 4. Compared with training on
clean data, adding perturbations effectively improves the
performance with a suitable noise scale. Nevertheless, the
selection of noise scale is tricky. Adding too small noise
will lead to unstable training, which does not cover the low-
density regions enough and degrades the performance. A
too large noise, on the other hand, over-corrupts the data
and alters the distribution significantly from the original one.
We simply select σ by grid search in the above experiments

and leave auto-selection for future work.
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Figure 4. Comparison of Calibration Score and CRPS of
SMURF-THP with different noise scales and with no noise added.

Sampling Method. We inspect variants of our sampling
algorithm, including Langevin Dynamics without the denois-
ing step and Mirror Langevin Dynamics, on two datasets.
Table 4 summarizes the results. Langevin with the denois-
ing step yields the best performance since the denoising
step corrects the perturbed distribution and ensures non-
negativity. Mirror Langevin yields the worst results, likely
due to the fact that SMURF-THP learns the score of a per-
turbed distribution which is not restricted to a constrained
region.

Table 4. Calibration Score and CRPS of SMURF-THP with differ-
ent sampling algorithms on StackOverflow and Retweet datasets.

StackOverflow Retweet

Sampling Algorithm CS(%) CRPS CS(%) CRPS

Langevin+DS 0.65 0.44 0.71 0.86
Langevin 0.87 0.46 1.38 0.92
Mirror Langevin 8.88 0.69 6.73 1.29

Accuracy with ground truth timestamp. We measure the
type prediction accuracy of SMURF-THP given ground truth
event time as the inputs of the classifier g. As presented in
Table 5, the prediction accuracy of SMURF-THP exhibits
an obvious increase compared with results in Table 2. This
indicates the value of arrival time for type prediction and
also demonstrates that SMURF-THP successfully captures
the time-type dependencies.

Hyperparameter Sensitivity. We examine the sensitiv-
ity of the hyperparameter α in the training objectives to
our model’s prediction performance on the StackOverflow
dataset. As shown in Figure 5, the Calibration Score and
CRPS become lower as α grows, while the accuracy wors-
ens. This accords with intuition since a larger α indicates
more attention on fitting event time and less on predicting
event type. In the above experiments, we choose the biggest
α that can achieve comparable accuracy with THP.
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Table 5. Event type prediction accuracy of SMURF-THP given
ground truth event time as the inputs.

SMURF-THP

Dataset Acc(%)

StackOverflow 48.38
Retweet 61.65

MIMIC-II 83.84
Financial 61.62

We also train SMURF-THP with different volumes of train-
ing data to study its generalization ability. We train the
model on different ratios of the dataset and present the per-
formance in Figure 6 and Figure 7. As shown, all metrics
go better as we feed more training data. Compared to the
Retweet dataset, SMURF-THP is more sensitive to training
ratio on the StackOverflow dataset. This is due to that the
StackOverflow dataset contains less events than the Retweet,
thereby SMURF-THP requires larger proportion to learn the
distribution.

SMURF-THP(CS)
SMURF-THP(CRPS)

C
al

ib
ra

tio
n 

Sc
or

e 
(%

)

0.6

0.7

0.8

0.9

1.0

1.1

C
R

PS

0.440

0.445

0.450

0.455

Hyperparameter α
1 10

(a) Calibration Score and CRPS

SMURF-THP(Acc)

A
cc

ur
ac

y 
(%

)

46.15

46.20

46.25

46.30

Hyperparameter α
1 10

(b) Accuracy

Figure 5. Sensitivity of the hyperparameter α in the training objec-
tive to prediction performance.
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Figure 6. Calibration Score and CRPS of SMURF-THP trained
with different ratios of the StackOverflow and Retweet datasets.

5. Discussion and Conclusion
We acknowledge the existence of several studies that
adopt non-likelihood-based estimators to circumvent the
intractable integral within the log-likelihood computation.
We present our discussions on these works below. Xiao et al.
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Figure 7. Prediction Accuracy of SMURF-THP trained with differ-
ent ratio of the StackOverflow and Retweet datasets.

(2017) trains the model to directly predict the next event’s
time and type through a summation of Mean Squared Error
(MSE) and cross-entropy loss. However, their model does
not construct an explicit intensity function and hence doesn’t
support flexible sampling and uncertainty quantification. TP-
PRL (Li et al., 2018) employs reinforcement learning (RL)
for learning an events generation policy, but they concentrate
on the temporal point process (TPP) rather than the marked
temporal point process (MTPP), which is the focus of our
work. Furthermore, they presume the intensity function to
be constant between timestamps, a limitation that hampers
the accurate capture of the point process’s temporal dynam-
ics. Upadhyay et al. (2018) applies RL for MTPP which
trains a policy to maximize feedback from the environment.
Similar to TPPRL, it assumes a very stringent intensity func-
tion, e.g., in exponential forms, which is oversimplified to
capture the complex point process in real-world applications.
INITIATOR (Guo et al., 2018) and NCE-TPP (Mei et al.,
2020) are both based on noise-contrastive estimations for
MTPP. However, they utilize the likelihood objective for
training the noise generation network, which consequently
reintroduces the intractable integral. In our experiments,
we include NCE-TPP’s performance, as its authors have
demonstrated it outperforms INITIATOR.

Several other works (Wang et al., 2020; Fox et al., 2016)
explore different scopes of uncertainty quantification for the
Hawkes process. That is, they provide uncertainty quantifi-
cation for the parameters in conventional Hawkes process
models, whereas we focus on uncertainty quantification for
the predicted arrival time.

In this work, we present SMURF-THP, a score-based
method for training Transformer Hawkes process models
and quantifying prediction uncertainty. Our proposed model
adopts score matching as the training objective to avoid
intractable computations in conventional Hawkes process
models. Moreover, with the learnt score function, we can
sample arrival time of events using the Langevin Dynam-
ics. This enables uncertainty quantification by calculating
the associated confidence interval. Experiments on various
real-world datasets demonstrate that SMURF-THP achieves
state-of-the-art performance in terms of Calibration Score,
CRPS and Interval Length.
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