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Abstract

Recent breakthroughs in synthetic data generation
approaches made it possible to produce highly
photorealistic images which are hardly distin-
guishable from real ones. Furthermore, synthetic
generation pipelines have the potential to generate
an unlimited number of images. The combination
of high photorealism and scale turn synthetic data
into a promising candidate for improving vari-
ous machine learning (ML) pipelines. Thus far, a
large body of research in this field has focused on
using synthetic images for training, by augment-
ing and enlarging training data. In contrast to
using synthetic data for training, in this work we
explore whether synthetic data can be beneficial
for model selection. Considering the task of im-
age classification, we demonstrate that when data
is scarce, synthetic data can be used to replace
the held out validation set, thus allowing to train
on a larger dataset. We also introduce a novel
method to calibrate the synthetic error estimation
to fit that of the real domain. We show that such
calibration significantly improves the usefulness
of synthetic data for model selection.

1. Introduction
Traditionally, in supervised ML pipelines, the data used
to train a model is divided into two sets: the training set
and the validation set. The former is used to train various
models, while the latter is used for ranking and selecting the
best performing one, i.e., the best architecture and hyper-
parameters. Eventually, a final model with the selected
configuration is trained on the entire data, including the
training and the validation sets. Test data is inaccessible to
the training pipeline, especially for model selection. The
training-validation split provides means to estimate the mod-
els’ error rate, which can be used for ranking. However, it
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is not helpful for selection of models that were trained on
the entire data. As the optimal hyper-parameters depend
on the number of training data samples and since models
sharing the exact same hyper-parameters may exhibit large
variance in accuracy, this may eventually lead to selecting a
sub-optimal model.

In this work we propose to substitute the held out validation
set with synthetic data, allowing for model selection even
when training on the entire dataset. The synthetic valida-
tion set is created using generative models trained on the
immediately available data, and without reliance on external
knowledge or tools (e.g., additional data sources, 3D render-
ing engines). This makes our approach self-sufficient and
applicable to a wide range of problems.

Recent advances in the quality of synthetic data generation
pipelines (Karras et al., 2019b; 2020; 2021a; Peng et al.,
2018; Dhariwal & Nichol, 2021; Saharia et al., 2022) have
reduced the synthetic-to-real domain gap enough to suc-
cessfully utilize the generated data for training deep mod-
els (Besnier et al., 2020). Other works have focused on ana-
lyzing and quantifying various characteristics of the domain
gap (Sajjadi et al., 2018; Kynkäänniemi et al., 2019). That
said, to the best of our knowledge, the specific task of model
selection with synthetic data was not addressed. When us-
ing synthetic data for training a model, one’s goal is to
minimize the generalization gap w.r.t. the real domain (Ben-
David et al., 2010). Solving for generalization in presence
of a synthetic-to-real domain gap is challenging. However,
for model selection, one’s goal is to use synthetic data for
ranking a set of trained models, while requiring rank preser-
vation in the real domain. In this work, we introduce a
sufficient condition for cross-domain rank preservation and
empirically validate its value for model selection. We per-
form extensive experiments on the CIFAR10 (Krizhevsky
et al., 2009) dataset showing that indeed we are able to im-
prove overall accuracy by selecting better models using syn-
thetic data. Furthermore, we introduce a novel calibration
approach to improve the ranking capabilities of synthetic
data on rich visual domains such as ImageNet (Deng et al.,
2009).

We summarize our contributions as following:

• We show that the error rank of models evaluated on
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synthetic data mostly preserves the rank of their per-
formance with respect to a held out test set.

• We demonstrate the value of this observation by al-
lowing to train on the entire dataset and to select the
best model using synthetic data rather than a held-out
validation set. We show that this method, on average,
selects a better model.

• We introduce a novel calibration approach to improve
the ranking capabilities of synthetic datasets by re-
weighing its samples. Such re-weighting enables a
high level of ranking in challenging visual domains,
even when high-quality synthetic generators are not
available.

• We provide a sufficient condition for which the rank
preservation will be maintained across domains.

2. Related Work
Model selection is a challenging task traditionally done by
comparing the model estimation errors via cross-validation.
This venture is expensive as it requires to train each model
a number of times. Multiple methods exist to improve the
efficiency of cross-validation (Liu et al., 2018; Ghosh et al.,
2020; Wilson et al., 2020). These are limited to specific data
types or models and were not demonstrated on complex
tasks such as image classification. A common alternative
approach is to use a single train-validation split. In order to
leverage all the available data, both approaches require to
retrain the selected model again on the entire dataset and do
not allow to select a specific trained model. Furthermore, ad-
ditional training data may change the optimal model hyper-
parameters. Other methods exist in which a validation set
is not required altogether. To avoid using a held out vali-
dation set, Corneanu et al. (2020) employed persistent ho-
mology to estimate the performance gap between training
and testing error without a test dataset. While this method
can generalize well across datasets, it does not allow to
compare classifiers of different architectures. In Neyshabur
et al. (2017) different measures based on norms of weight
matrices are proposed for quantifying and guaranteeing gen-
eralization in deep models. Li et al. (2020) uses the training
set with augmentations to be used instead of a validation set.
This method was only demonstrated on simple classification
datasets using simple non deep learning classifiers.

In the recent years generative models have improved signifi-
cantly and are at the point where state-of-the-art generative
models, such as GANs (Karras et al., 2019b;a; 2017; 2021b;
Esser et al., 2021) and diffusion models (Dhariwal & Nichol,
2021; Saharia et al., 2022; Ho et al., 2020; Song et al., 2020;
Rombach et al., 2022), are able to produce high-resolution
synthetic images that are indistinguishable from real images.
The potential of producing unlimited amount of training

data using generative models has prompted the exploration
of using synthesized data to augment downstream tasks.

Although promising, the use of synthetic data for training
is not trivial. Ravuri & Vinyals (2019) show that training
a classifier using only synthetic data results in sub-optimal
accuracy in both CIFAR10 and ImageNet datasets. Eilertsen
et al. (2021) address the problem of training with synthetic
data by using an ensemble of GANs rather than a single one.

3. Synthetic Data for Model Selection
We follow notations similar to Ben-David et al. (2010). A
domain is defined as a pair consisting of a distribution
D = ⟨Ω, µ⟩, where Ω is the sample domain and µ is
the probability density function, and a labeling function
f : Ω → Y , where Y represents possible classes. We con-
sider a particular pair of domains, where one is the original
real domain, denoted by ⟨Dr, fr⟩, and the second one is
synthetic, denoted by ⟨Ds, fs⟩, specifically tuned to mimic
the real one. A hypothesis (model) is a function h : Ω → Y .
The risk or the probability that a hypothesis h disagrees with
a labeling function f , according to the distribution Dr is
defined as: ϵr(h, f) = Ex∼Dr

[h(x) ̸= f(x)]. We neglect
the difference between fr and fs and use the shorthand
notation, ϵr(h) = ϵr(h, f). Let ∆ϵ denote the risk differ-
ence between two hypotheses, h1, h2 ∈ H, measured over
a probabilistic distribution D, i.e., ∆ϵ = ϵ(h2)− ϵ(h1).

A common approach for model selection is the holdout
method, where two datasets are sampled from ⟨Dr, fr⟩:
the training set, Dtrn

r = {xi, yi}Ntrn
i=1 and the valida-

tion set, Dval
r = {xi, yi}Nval

i=1 . A model (hypothesis) is
trained using empirical risk minimization on Dtrn

r . There-
after, the model’s risk is estimated using the validation set:
ϵ̂r(h) = 1

Nval

∑Nval

i=1 I(h(xi) ̸= yi). This allows to com-
pare different models with different hyperparameters and
to select those that minimize ϵ̂r(h). Other approaches such
as cross-validation and bootstrap also exist (Kohavi et al.,
1995). Since increasing the number of samples in the train-
ing set almost always increases the accuracy of the model, a
common final step is to re-train the model, using the hyper-
parameters found in the previous step, on the entire dataset,
Dtrn

r ∪Dval
r . However, without a held-out dataset, it is no

longer possible to compare models.

We propose to replace this two-step approach with a single
step where we train a model on the entire dataset, then rather
than estimating ϵ̂r(h), we instead generate a new dataset
Ds = {xi, yi}Ns

i=1 via a generative model, then we estimate
the error ϵ̂s(h), where the domain ⟨Ds, fs⟩ approximates
the original domain ⟨Dr, fr⟩. Although it may often be
impossible to guarantee highly accurate error estimation
due to the synthetic-real domain gap, below we present a
sufficient condition for hypotheses’ error rank preservation
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Figure 1: Synthetic vs. test errors: Each point represents the synthetic data error (y axis), ϵ̂s, and test error (x axis), ϵ̂r, of a
single model. A total of 170 models were trained per CIFAR10 subset. Each model was evaluated by multiple synthetic
datasets represented by different colors.

across domains.

Lemma 3.1. Let ∆ϵ denote the risk difference be-
tween two hypotheses, h1, h2 ∈ H, measured over
a probability distribution D = ⟨Ω, µ⟩, i.e., ∆ϵ =
ϵ(h2) − ϵ(h1). Let f denote the labeling function. Let
Ω1 = {x ∈ Ω|h1(x) ̸= f(x) ∧ h2(x) = f(x)} and Ω2 =
{x ∈ Ω|h2(x) ̸= f(x) ∧ h1(x) = f(x)}. Then,

∆ϵ =

∫
Ω2

µ(x)dx−
∫
Ω1

µ(x)dx.

Proof is provided in Appendix B. Informally, Lemma 3.1
states that the error gap between two hypotheses depends
only on the area where they disagree.

Theorem 3.2. Let ∆ϵr and ∆ϵs denote the risk differ-
ence between two hypotheses, h1, h2 ∈ H, measured
over the real and the synthetic probability distributions
Dr = (Ω, µr) and Ds = (Ω, µs), respectively, i.e., ∆ϵr =
ϵr(h2)− ϵr(h1) and ∆ϵs = ϵs(h2)− ϵs(h1). Let f denote
the labeling function. Then, for any h1, h2 ∈ H :

∆ϵs −∆ϵr ≤ δh1⊕h2(µr, µs),

where δh1⊕h2
is the total variation computed over the subset

of the domain Ω, where the hypotheses h1 and h2 do not
agree.

Proof.

∆ϵs −∆ϵr =

∫
Ω2

µs(x)dx−
∫
Ω1

µs(x)dx

−
∫
Ω2

µr(x)dx+

∫
Ω1

µr(x)dx

=

∫
Ω2

µs(x)− µr(x)dx−
∫
Ω1

µs(x)− µr(x)dx

≤
∫
Ω2

|µs(x)− µr(x)|dx+

∫
Ω1

|µs(x)− µr(x)|dx

=

∫
Ω1∪Ω2

|µs(x)− µr(x)|dx ≤ δh1⊕h2
(µr, µs)

The last line follows from the fact that Ω1 ∩ Ω2 = ∅. The-
orem 3.2 provides a condition for error rank preservation
between two hypotheses. In order to reach a bound that is
true for any two hypotheses, we upper bound it by the total
variation.
Corollary 3.3. Given the definitions above, let δ(µr, µs)
denote the total variation between the two distributions,
Dr,Ds. Then,

∆ϵs ≥ δ(µr, µs) ⇒ ∆ϵr ≥ 0.

Informally, Corollary 3.3 indicates that if the total variation
between the real and synthetic distributions is not larger than
the synthetic risk difference between a pair of hypotheses,
then their error ranking is preserved across domains.

We note that the total variation bound is quite loose. Theo-
retically, a tighter bound can be achieved following an ap-
proach presented in Ben-David et al. (2010). We present this
connection in Appendix A. However, we are not aware of
any practical estimation method to estimate this divergence.
Therefore, we resolve to measuring the total variation since
it has a practical measurement method.
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4. Experiments
In Sections 4.1 and 4.2, we perform experiments on CI-
FAR10 (Krizhevsky et al., 2009). In these sections, to eval-
uate the impact of the training set size, we use the fol-
lowing train-test splits: 10K-50K (Train10K), 30K-30K
(Train30K), 50K-10K (Train50K). We emphasize that in
these experiments the following set of rules hold:

1. Only the training portion of the data is available for
any training purposes.

2. The test portion of the images is never used for model
selection and is treated as non-existent for any training
purposes.

3. In each experiment, GANs for generating synthetic
datasets are trained only on the training portion of
the images, e.g., for experiments with the Train10K
dataset, the GANs are trained only on the 10K images.

In Section 4.3 we demonstrate rank preservation on Ima-
geNet (Deng et al., 2009) and in Section 4.4 we introduce a
novel calibration method to improve the ranking.

4.1. Rank Preservation

In our first experiment we focus on several commonly used
deep model architectures. For each architecture, we select
a number of variants. In total we experiment with 17 dis-
tinct architectures (see Appendix F for details). For each
architecture, 10 models were trained on each of the three
datasets. In Figure 1, we plot the empirical test errors, ϵ̂r, vs.
the empirical synthetic errors, ϵ̂s, measured on datasets gen-
erated by four different GAN methods: (a) StyleGAN2-10,
(b) StyleGAN2-Cond, (c) WGAN-GP-10, and (d) WGAN-
GP-Cond (see details in Appendix G). We can observe that,
while in general ϵ̂r ̸= ϵ̂s, for the StyleGAN2 based models,
we are able to produce datasets that preserve the error rank-
ing of different classification models. We measure this using
Spearman’s rank correlation coefficient. For different GANs,
we have measured the following ranking coefficients: 0.97
(a), 0.98 (b), -0.19 (c) and 0.14 (d). In Sajjadi et al. (2018)
the connection between total variation (δ(µr, µs)) and pre-
cision and recall for distributions (PRD) was established,
and an empirical method for estimating it was suggested.
We use this method to empirically validate Corollary 3.3.
For the GANs above, we measured the following values:
3.5% (a), 8.7% (b), 43% (c) and 34% (d). Indeed we see
matching behaviors where the two models with high Spear-
man correlation have low total variation, and vice versa. For
example, it follows from Corollary 3.3 that for GAN (a), if
two hypotheses have ∆ϵs(h1, h2) ≥ 3.5%, then their rank
on real data will be preserved.

1 2 3 4 5 6 7 8 9 10 11 12 13

10

12

14

16

18

20

22

Te
st

 e
rr

or
 (

r) 
[%

]

Last epoch
ES
RSS
RSS+ES

14 15 16 17

30

35

40

45

50

55

60

Te
st

 e
rr

or
 (

r) 
[%

]

Figure 2: ES and RSS for model selection (standard
architectures)↓: Test errors of the 17 architectures (x-
axis corresponds to architectures described in Appendix F)
trained on the Train10K dataset. “Last epoch” and ES show
the average error of the 10 models for each architecture.
RSS and RSS+ES show the results of the selected model
out of the 10 models.

Table 1: ES and RSS for model selection (randomly wired
networks)↓: Average test error ± 95% confidence intervals
and standard deviation in parentheses for several model
selection scenarios. Baseline – all 640 models at the last
epoch. ES – all 640 models at the best synthetic set epoch.
RSS – 64 models at the best synthetic set epoch, where
each of the 64 models was selected out of the 10 trained
models for each architecture (by the best synthetic set error).
ES+RSS – 64 models at the best synthetic set epoch and
selected by RSS. 10K, 30K and 50K refer to the Train10K,
Train30K and Train50K datasets respectively.

Baseline ES RSS ES + RSS

10K 19.38±0.12
(1.50)

19.36±0.12
(1.50)

18.7918.7918.79±0.29±0.29±0.29
(1.17)(1.17)(1.17)

18.88±0.28
(1.15)

30K 9.19±0.03
(0.45)

9.19±0.03
(0.44)

9.099.099.09±0.09±0.09±0.09
(0.37)(0.37)(0.37)

9.1±0.10
(0.39)

50K 7.09±0.02
(0.28)

7.1±0.02
(0.27)

7.02±0.08
(0.31)

7.017.017.01±0.08±0.08±0.08
(0.30)(0.30)(0.30)

4.2. Model Selection

We consider three model selection scenarios where synthetic
data can be used:

1. Early stopping (ES): Given a training schedule of a
single model, select an epoch from which to take the
model weights from.

2. Random seed selection (RSS): Given the same archi-
tecture and hyper-parameters, select a model instance
out of N trained models where the difference between
the models is the randomness of the training process,
e.g., weight initialization and dataset sampling order.

3. Hyper-parameter search (HPS): Select a model
out of a set of models trained with different hyper-
parameters. Possible hyper-parameters are: learning
rate, batch size, number of layers and network depth.
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4.2.1. EARLY STOPPING AND RANDOM SEED SELECTION
ON STANDARD ARCHITECTURES

We explore the impact of synthetic data on the ES and RSS
model selection scenarios and their combination. We high-
light that both of these scenarios require a held-out dataset.
Therefore in the standard pipeline they cannot be used when
training the model on the entire dataset. Using synthetic data
one is able to utilize these model selection scenarios. For
ES, the best synthetic epoch was selected for every training
run. For RSS, per architecture, the model that performed
the best on synthetic data at the last epoch was selected. For
RSS + ES, per architecture, the model that performed the
best on synthetic data at its best epoch was selected. We
first experiment with the same standard model architectures
as in Section 4.1. Figure 2 shows the results on Train10K,
demonstrating that for nearly all architectures RSS improves
accuracy. On the other hand, ES demonstrates only marginal
impact on accuracy. This might be because the models’ ac-
curacy hardly changes across the last epochs, where the
model has already converged (see Appendix E for conver-
gence plot examples). In Appendix D we show the results
for all datasets, where RSS shows comparable or better
performance.

4.2.2. EARLY STOPPING AND RANDOM SEED SELECTION
ON SIMILAR ARCHITECTURES

Next, we evaluate the impact of ES and RSS across multi-
ple models with similar architectures. For each dataset we
constructed 64 architectures. For generating the architec-
tures we used randomly wired neural networks (RWNN)
framework (Xie et al., 2019) with WS(2,0.25), resulting in
64 unique but similar architectures per dataset. Each archi-
tecture is trained 10 times on each dataset (a total of 1920
models were trained). Table 1 concludes the experiment.
Since the errors of the models are of the same scale, we re-
port the average performance and 95% confidence intervals.
RSS has a significant impact on model selection with an av-
erage improvement over the baseline of 0.59/0.1/0.07 (cor-
responding to: Train10K, Train30K, Train50K). Similarly
to the previous experiment ES has no significant impact.

4.2.3. SYNTHETIC DATA FOR ARCHITECTURE
HYPER-PARAMETER SEARCH

Next, we explore the contribution of using synthetic datasets
for selecting a model out of multiple possible architectures
and training instances (HPS). We consider three model se-
lection protocols:

1. Selecting a random model: The naı̈ve baseline of
selecting a random model.

2. Standard protocol: Split the dataset into training and
validation subsets. Then: (1) train each architecture

Table 2: Architecture hyper-parameters search results↓:
Average test error ± 95% confidence intervals and standard
deviation in parentheses on held out test set. From left to
right: 10 best models selected using synthetic data; 10 best
architectures selected by real validation set and retrained on
the entire training set; average error of all trained models.

Synthetic Standard All models

Train10K 17.7417.7417.74±0.20±0.20±0.20
(0.28)(0.28)(0.28)

18.06±0.08
(0.38)

19.39±0.12
(1.50)

Train30K 8.648.648.64±0.09±0.09±0.09
(0.12)(0.12)(0.12)

8.81±.03
(0.17)

9.17±.03
(0.45)

Train50K 6.786.786.78±0.14±0.14±0.14
(0.19)(0.19)(0.19)

6.85±0.02
(0.20)

7.09±0.02
(0.28)

N times with the training subset; (2) select the ar-
chitecture that on average performed the best on the
validation subset; (3) Train the selected architecture
on the entire dataset. This methods allows for select-
ing a “promising” architecture without the ability to
select a specific trained model instance (architecture
and weights).

3. Synthetic protocol: (1) Train each architecture N
times on the entire dataset; (2) evaluate the accuracy
at each training epoch on the synthetic dataset; (3) se-
lect the model that preformed the best in step 2. This
method allows for selecting a “promising” model in-
stance.

Given a training set and a held-out test set (not available for
model selection), we compared the three model selection
protocols. The standard protocol requires a validation set, to
this end we split each of the datasets into training and valida-
tion subsets (train/val): Train10K was split into 7.5K/2.5K,
Train30K was split into 22.5K/7.5K and Train50K was split
into 40K/10K (see Appendix C for more details). In each ex-
periment 64 architectures were evaluated using the different
protocols. For generating similar architectures, we sampled
RWNN architectures with the same parameters WS(2, 0.25)
(same architectures as in 4.2.2). In both the standard and
synthetic protocols we trained each architecture 10 times.
For the standard protocol we train on the training subset
(step 1) and for the synthetic protocol we use the entire
dataset. Note that for the standard protocol, it is not possible
to select a model instance out of the 10 trained instances of
each architecture that was trained on the entire data (step
3). Therefore, we use the average test error of the 10 trained
models of each architecture (on the entire dataset) as a data
point for comparisons.

Figure 3 shows different analyses of the experimental re-
sults. From the first two rows of the figure we can infer that
there is a strong correlation between the error on synthetic
data, ϵ̂s, and the error on the test set, ϵ̂r. We evaluate this
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Figure 3: Synthetic data for architecture hyper-parameter search: (1st row) Each point represents the validation/synthetic
set error (y-axis) and test error (x-axis) of a specific model. “Entire” corresponds to models that were trained on the entire
dataset (Train50K, Train30K, Train10K). “Subset” corresponds to models that were trained on the training subset. (2nd row)
Spearman correlation between the validation/synthetic set errors and the test set errors. (3rd row) Yellow bars represent the
10 architectures that performed the best (average of 10 training runs) on the validation set (ranked from the best to 10th best).
Orange bars represent the same architectures, trained on the entire dataset and their performance (average of 10 training
runs) on the test set. Black lines represents the 95% confidence interval. (4th row) The points in the first column, “Syn”,
correspond to the test errors of the 10 best performing models selected using the synthetic protocol. The rest of the columns
(1st-10th) correspond to the test error results of all trained models out of the 10 best architectures selected by the standard
protocol (same architectures as row 3). Horizontal lines represent average test error rates of: 10 best synthetic models (Avg
synth), average of the 10 best models selected by the standard protocol (Avg standard), and the average of all 640 models
(Avg all).
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Figure 4: Synthetic vs. ImageNet errors: Each point
represents the synthetic data error (y axis), ϵ̂s and ImageNet
validation error (x axis), ϵ̂r, of a single model. A total of
390 models trained on ImageNet were used. Each model
was evaluated by multiple synthetic datasets represented by
different colors. Additionally, we evaluated the models on
real ImageNet V2 images as a baseline (orange points).

correlation using Spearman’s rank correlation coefficient,
as it is appropriate for measuring rank preservation. From
the Spearman correlation plot (second row) we learn that
the ranking capability of the synthetic data is comparable
to that of the real data validation set. This strengthens our
premise that using synthetic data for model selection is ap-
propriate. It can be seen that the correlation improves when
the training set is smaller and the errors are larger. This
result coincides with Corollary 3.3 where for larger gaps in
synthetic error, there is a lower chance for a flip in model
ranking. From the third row we can infer that the ranking
of architectures might change when moving from training
on a smaller training set and evaluating on a validation set
to training on the entire dataset end evaluating on the test
set. This implies that a potential gain in accuracy could
be achieved by selecting a model out of the models that
were directly trained on the entire dataset. From the last
row we can learn that, on average, model selection using
synthetic data improves over the standard method. Again,
the impact of synthetic data increases as the training dataset
size decreases. Given that a synthetic dataset is available,
training the models directly on the entire dataset is simpler
than training on a subset and re-training on the entire dataset.
Table 2 summarizes the experiments results and shows that
the synthetic protocol achieves, on average, better results
compared to the standard protocol.

4.3. Rank Preservation on ImageNet

In this section we explore the potential of synthetic data to be
used for model selection in a more challenging domain. To
this end we choose the ImageNet (Deng et al., 2009) 1,000

Table 3: Ranking models trained on ImageNet using syn-
thetic data↑: Top1 and Top 5 columns show the Spearman
correlation between the top 1 error of 390 evaluation models
on each dataset to the top 1 and top 5 error of the same
models on the ImageNet validation set. The three first rows
show the correlation on variants of ImageNetV2. Rows 4-9
show the correlation on synthetic datasets. The last six rows
show the correlation on calibrated synthetic datasets.

Dataset Calibrated Top 1 Top 5

ImageNetV2 (format a) 0.994 0.994

ImageNetV2 (format b) 0.996 0.994

ImageNetV2 (format c) 0.994 0.995

BigGAN −0.363 −0.357

DiT (cfg = 1) 0.907 0.900

DiT (cfg = 2) 0.874 0.862

DiT (cfg = 3) 0.819 0.801

DiT (cfg = 4) 0.788 0.768

DiT (cfg = 1, 2, 3, 4) 0.893 0.880

BigGAN ✓ 0.978 0.970

DiT (cfg = 1) ✓ 0.984 0.977

DiT (cfg = 2) ✓ 0.980 0.971

DiT (cfg = 3) ✓ 0.974 0.963

DiT (cfg = 4) ✓ 0.966 0.954

DiT (cfg = 1, 2, 3, 4) ✓ 0.9860.9860.986 0.9780.9780.978

Table 4: Spearman correlation vs. number of calibration
models (M)↑.

M = 5 M = 10 M = 30 M = 50

BigGAN 0.931 0.940 0.973 0.978
DiT (cfg=1,2,3,4) 0.965 0.966 0.979 0.986

classification task. The main differences between CIFAR10
and ImageNet is that the former has 5,000 low-res images
for each of the 10 classes, while the latter has 732–1,300,
high resolution images for each of its 1,000 classes.

We use BigGAN (Brock et al., 2019) and DiT (Peebles &
Xie, 2022) as our synthetic image generation models. These
models were selected for two reasons: both are conditioned
on the 1,000 ImageNet classes and do not use a pre-trained
classifier as conditional guidance. Additionally, the gen-
eration code of both models was publicly released by the
authors. We have generated the following six synthetic
datasets: a dataset containing 100 images per class, gener-
ated by BigGAN with truncation = 0.7; four datasets, each
containing 100 images per class, generated by DiT with
classifier free guidance (Ho & Salimans, 2021) of 1, 2, 3 or
4; and a dataset that is the combination of the four previous
DiT datasets (cfg = 1, 2, 3, 4). In our experiments we used
ImageNetV2 (Recht et al., 2019) as a baseline, which is a
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Figure 5: Synthetic data calibration: We demonstrate improved rank preservation on 390 held-out models after the
calibration process, which utilized the remaining 50 models. (a) shows results for DiT, (b) shows the results for BigGAN.

test set attempting to mimic the distribution of ImageNet.
For rank preservation analysis, we utilized all the models
from TIMM (Wightman, 2019) and pretrained-models1 that
were trained on images of 224x224 resolution. This lead to
a total of 440 models, that were divided randomly into 390
models for rank preservation analysis and 50 models that
were set aside for the calibration process (to be explained in
Section 4.4).

Both Figure 4 and Table 3 demonstrate that rank preserva-
tion can be achieved to some extent using images generated
by DiT (Spearman correlation of 0.893). However, the best
synthetic dataset still has a gap in rank correlation compared
to the real ImageNetV2 dataset, which has a Spearman cor-
relation of 0.996. The dataset generated by BigGAN is
irrelevant for model ranking (−0.363). We suspect that the
weak ranking capability of BigGAN compared to DiT, is
due to the gap in image quality and image variability (we
present generated samples in Appendix H).

4.4. Synthetic Dataset Calibration

In this section we describe a novel approach for reducing the
error estimation gap between the synthetic and the real data.
We propose to calibrate the synthetic data error estimation
using a held out set of classifiers and show that this results
in improved rank preservation across the domains. We pro-
vide the following intuition behind the calibration process.
According to Theorem 3.2, the ability to use synthetic data
for ranking models depends only on the probability density
gap between the synthetic and real distribution in the area
of disagreement, δh1⊕h2

(µr, µs). Thus, reducing the dis-
agreement effectively improves the ranking. Towards this
goal, we re-weight the contribution of each synthetic sam-
ple to the estimated error. The re-weighted error no longer

1
https://github.com/cadene/pretrained-models.pytorch.

corresponds to the original synthetic distribution, rather it
corresponds to a distribution that is closer to the real one.
We assign weights such that the calculated weighted errors
of a small set of calibration models, will be close to their
corresponding real errors. If the synthetic images contain
information that allows discrimination between models, and
the discrimination correlates with model ranking, then we
expect the ranking to generalize to unseen models.

To achieve this, we construct the following regression prob-
lem. Given a set of M models and C classes, where each
class has NC synthetic images, {{xc

i}
Nc
i=1}Cc=1. We denote

ϵ̂cr,m as the empirical risk of model m over real images be-
longing to class c. We also denote ϵ̂cr = [ϵ̂cr,m]Mm=1, i.e. the
real empirical risks of all models on class c. Qc ∈ ZNc×M

2

is a binary matrix where each column, qc
m, indicates the

prediction correctness of model m on images {xc
i}

Nc
i=1. We

wish to find a set of weights, wc ∈ RNc , that solves the
linear ridge regression problem:

wc = argmin
w

{
||ϵ̂cr −Qc

Tw||22 + λ||w||22
}
, (1)

where λ is the Lagrange multiplier2. Intuitively, the weight
penalty “spreads” the error influence across many synthetic
images, preventing a single image to dominate the ranking.
This prevents “overfitting” the solution to the models used
for calibration. For each class, c, we solve an independent
optimization problem using a closed-form solution3. Once
optimization is done, we estimate the error of a new model
m′, on the calibrated dataset by ϵ̂s,m′ =

∑C
c=1(q

c
m′)Twc.

For this experiment, we use the M = 50 models that were
set aside for calibration. Figure 5 and Table 3 demonstrate
a drastic improvement in rank preservation. For the DiT

2We set λ = 0.5 and include an intercept (bias) term.
3wc = (QT

c Qc + λI)−1QT
c ϵ̂

c
r .
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(cfg = 1, 2, 3, 4) dataset the calibration process improved
the Spearman’s correlation from 0.893 to 0.986, which
is comparable to the ImageNetV2 (0.994). Surprisingly,
BigGAN’s performance improved from total irrelevance
(−0.363) to be competitive for rank preservation (0.978),
surpassing all uncalibrated datasets. We present synthetic
images and their corresponding calibration coefficients in
Appendix I. We suspect that while the images are not co-
herent, they may contain certain features that are correlated
with the correct class. Models that are able to detect these
features will tend to have better performance, and vice versa,
some features may be negatively correlated with a certain
class, i.e. being able to detect it indicates poorer accuracy
for this class.

In Table 4 we present the Spearman correlation while vary-
ing the number of models used for calibration (M ). The
results indicate that calibrating with five models is enough
to achieve a significant improvement.

5. Conclusions
In this paper we presented a comprehensive empirical study,
evaluating the impact of using synthetic data for model selec-
tion. The empirical evidence suggest that evaluating trained
models on synthetic data can outperform the standard meth-
ods for model selection that are based solely on the available
real images. In addition, we show that synthetic data can be
used to rank models trained on high-resolution images from
a diverse set of classes and we propose a novel calibration
method that significantly improves the ranking capabilities.
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A. Connection to H∆H-divergence (Ben-David et al., 2010)
In this section we show a connection to another common metric for measuring the difference between domains, the
H∆H-divergence.

Lemma A.1 (Lemma 3 from (Ben-David et al., 2010)). For any pair of hypotheses h1, h2 ∈ H,

|ϵs(h1, h2)− ϵr(h1, h2)| ≤
1

2
dH∆H(Ds,Dr).

Proof. By the definition of H∆H-divergence,

dH∆H(Ds,Dr) = 2 sup
h,h′∈H

|Prx∼Ds [h(x) ̸= h′(x)]− Prx∼Dr [h(x) ̸= h′(x)]|

= 2 sup
h,h′∈H

|ϵs(h, h′)− ϵr(h, h
′)| ≥ 2|ϵs(h1, h2)− ϵr(h1, h2)|

Theorem A.2. Let ∆ϵr and ∆ϵs denote the risk difference between two hypotheses, h1, h2 ∈ H, measured over the real
and the synthetic probability distributions Dr = (Ω, µr) and Ds = (Ω, µs), respectively, i.e., ∆ϵr = ϵr(h2)− ϵr(h1) and
∆ϵs = ϵs(h2)− ϵs(h1). Let f denote the labeling function. Then, for any h1, h2 ∈ H :

∆ϵs −∆ϵr ≤ dH∆H(Ds,Dr)

Proof.

∆ϵs −∆ϵr = ϵs(h2)− ϵs(h1)− (ϵr(h2)− ϵr(h1))

= ϵs(h2)− ϵr(h2) + ϵr(h1)− ϵs(h1)

= ϵs(h2, f)− ϵr(h2, f) + ϵr(h1, f)− ϵs(h1, f)

≤ |ϵs(h2, f)− ϵr(h2, f)|+ |ϵr(h1, f)− ϵs(h1, f)|

≤ 1

2
dH∆H(Ds,Dr) +

1

2
dH∆H(Dr,Ds)

= dH∆H(Ds,Dr)

Corollary A.3. Let Dr and Ds, denote the real and the synthetic (generated) probabilistic distributions, respectively. Let
∆ϵr and ∆ϵs denote the risk differences between any two hypotheses, h1, h2 ∈ H. Then,

∆ϵs ≥ dH∆H(Ds,Dr) ⇒ ∆ϵr ≥ 0,

where dH∆H(Ds,Dr) is the H∆H-divergence between the two distributions.
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B. Proof of Lemma 3.1
Lemma B.1. Let ∆ϵ denote the risk difference between two hypotheses, h1, h2 ∈ H, measured over a proba-
bility distribution D = ⟨Ω, µ⟩, i.e., ∆ϵ = ϵ(h2) − ϵ(h1). Let f denote the labeling function. Let Ω1 =
{x ∈ Ω|h1(x) ̸= f(x) ∧ h2(x) = f(x)} and Ω2 = {x ∈ Ω|h2(x) ̸= f(x) ∧ h1(x) = f(x)}. Then,

∆ϵ =

∫
Ω2

µ(x)dx−
∫
Ω1

µ(x)dx.

Proof.

∆ϵ = ϵ(h2)− ϵ(h1)

= Ex∼D[h2(x) ̸= f(x)]− Ex∼D[h1(x) ̸= f(x)]

= Ex∼D[h2(x) ̸= f(x) ∧ h1(x) = f(x)] + Ex∼D[h2(x) ̸= f(x) ∧ h1(x) ̸= f(x)]

− Ex∼D[h1(x) ̸= f(x) ∧ h2(x) = f(x)]− Ex∼D[h1(x) ̸= f(x) ∧ h2(x) ̸= f(x)]

= Ex∼D[h2(x) ̸= f(x) ∧ h1(x) = f(x)]− Ex∼D[h1(x) ̸= f(x) ∧ h2(x) = f(x)]

=

∫
Ω2

µ(x)dx−
∫
Ω1

µ(x)dx
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C. Synthetic data for architecture hyper-parameter search
In this experiment we explore the contribution of synthetic data for model selection out of a pool of different architectures.
Given a training set and a held-out test set (not available for model selection), we compared the three model selection
protocols (selecting a random network, standard protocol, synthetic protocol). The standard protocol requires a validation
set, to this end we split each of the datasets (Train50K, Train30K, Train10K) into training and validation subsets. For the
synthetic protocol a GAN was trained on each dataset to produce a dataset of 100K synthetic images (see Appendix G). The
train/val split and the GANs that where used to create each synthetic dataset are as follows:

1. Train10K: The train/val split is 7.5K/2.5K. For the synthetic data protocol, a single StyleGAN2-Cond model trained
on the 10K available images was used.

2. Train30K: The train/val split is 22.5K/7.5K. For the synthetic data protocol, 10 StyleGAN2 models were trained, each
on the 3K (per class) available images.

3. Train50K: The train/val split is 40K/10K. For the synthetic data protocol, 10 StyleGAN2 models were trained, each
on the 5K (per class) available images.
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D. Additional results for early stopping and random seed selection on standard architectures
In addition to the results reported in 4.2.1, Figure 6 shows results of ES, RSS and RSS+ES on all three datasets. RSS is
beneficial for model selection in most cases, however the benefits decrease as the dataset size increases.
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Figure 6: ES and RSS for model selection (standard architectures) on all datasets: Test errors of 17 architectures trained
on each of the datasets. “Last epoch” and ES show the average error of the 10 models for each architecture. RSS and
RSS+ES show the results of the selected model out of the 10 models.
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E. Standard architecture convergence in training
Figure 7 shows two examples of the train, test and synthetic data errors vs. epoch index during training on the Train50K
dataset. It can be observed that although the synthetic data error does not match the test error exactly, it follows the same
trend as the test error. In the last epochs of training, where the learning rate has decreased there is very little change in the
model’s error. This may explain why the early stopping experiments did not demonstrate any benefits.

(a) ResNet110 (Architecture 17 in Appendix F)

(b) Shake-Shake 64 + cutout (Architecture 10 in Appendix F)

Figure 7: Train, test and synthetic data error vs. epoch.
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F. Standard Architectures Description
Below is the list of architectures used in Sections 4.1 and 4.2.1:

1. DenseNet : (Huang et al., 2017; 2019) with batch size 32, initial learning rate 0.05, depth 100, block type “bottleneck”,
growth rate 12, compression rate 0.5.

2. PyramidNet 270: (Han et al., 2017) with depth 110, block type “basic”, α = 270.

3. PyramidNet 84: (Han et al., 2017) with depth 110, block type “basic”, α = 84.

4. SE-ResNet-preact: (Hu et al., 2019) with depth 110, se reduction=16.

5. ResNet-preact 110: (He et al., 2016a) with depth 110, block type “basic”.

6. ResNet-preact 164: (He et al., 2016a) with depth 164, block type “bottleneck”.

7. ResNext 4x64d: (Xie et al., 2016) with depth 29, cardinality 4, base channels 64, batch size 32 and initial learning
rate 0.025.

8. ResNext 8x64d: (Xie et al., 2016) with depth 29, cardinality 8, base channels 64, batch size 64 and initial learning
rate 0.05.

9. Shake-shake 32d: (Gastaldi, 2017) with depth 26, base channels 32, S-S-I model.

10. Shake-shake 64d: (Gastaldi, 2017) with depth 26, base channels 64, S-S-I model, batch size 64, base lr = 0.1 .

11. Shake-shake 64d + cutout: (Gastaldi, 2017) with depth 26, base channels 64, S-S-I model, batch size 64, lr = 0.1,
cosine scheduler, cutout (DeVries & Taylor, 2017) size 16.

12. Wide residual network + cutout: (Zagoruyko & Komodakis, 2016) with depth 28, widening factor 10, base lr = 0.1,
batch size 64, cosine scheduler, cutout (DeVries & Taylor, 2017) size 16.

13. Wide residual network: (Zagoruyko & Komodakis, 2016) with depth 28, widening factor 10.

14. ResNet 32: (He et al., 2016b) with depth 32, block type “basic”.

15. ResNet 44: (He et al., 2016b) with depth 44, block type “basic”.

16. ResNet 56: (He et al., 2016b) with depth 56, block type “basic”.

17. ResNet 110: (He et al., 2016b) with depth 110, block type “basic”.
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G. Synthetic Data Generation Details (CIFAR10)
Our method for producing synthetic datasets is based on training GANs that in turn are used to generate the desired labeled
data. We consider two GAN frameworks for generating our synthetic datasets:

1. StyleGAN2 (Karras et al., 2019b) with non-leaking augmentation (Karras et al., 2020). This framework is our best
candidate for generating high quality synthetic datasets since it is the SOTA for generating CIFAR10 images.

2. WGAN-GP (Gulrajani et al., 2017). This framework generates lower quality images than StyleGAN2. We consider it
as a baseline to explore how the image quality impacts the datasets models selection capabilities.

For each GAN framework we consider two variants of training the GANs to generate labeled datasets:

1. Training 10 GANs (StyleGAN2-10/WGAN-GP-10): For each of the 10 CIFAR10 classes, a different GAN was
trained with just one class at a time (e.g., 5K images for Train50K, 3K images for Train30K and 1K images for
Train10K). The generator instance with the best FID (Heusel et al., 2017) score out of all instances obtained during
training was selected to generate 10K images of its corresponding class.

2. Training one Conditional GAN (StyleGAN2-Cond/WGAN-GP-Cond): A single Conditional-GAN was trained, and
best instance selected by FID score. Thereafter, 10K images were generated per class.

Using the above methods we constructed 8 datasets (each with 100K labeled images): three “StyleGAN2-10” datasets and
three “StyleGAN2-Cond” datasets (one per CIFAR10 subset), one “WGAN-GP-10” dataset and one “WGAN-GP-Cond”
dataset (for the Train50K CIFAR10 subset).

Table 5 shows the FID scores breakdown for our synthetic datasets. As expected, as the training dataset size decreases the
FID score increases.

Figures 8 and 9 show samples of real CIFAR10 images and our synthetic StyleGAN2-based datasets for each of the CIAFR10
classes.

Table 5: FID scores (↓) breakdown.

Synth dataset Class Train50K Train30K Train10K

StyleGAN2-10

0 10.11 17.06 44.15
1 6.05 9.41 29.91
2 10.65 16.39 49.79
3 12.04 18.58 56.67
4 7.94 12.5 35.76
5 11.23 16.98 51.15
6 8.36 13.22 39.84
7 8.41 12.91 31.57
8 7.59 11.02 32.2
9 6.25 10.26 28.33

All 4.4 4.86 14.15
StyleGAN2-Cond All 4.4 6.25 11.72
WGAN-GP-10 All 35.7 N/A N/A
WGAN-GP-Cond All 27.3 N/A N/A
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Real Train50K Train30K Train10K

Figure 8: Real images vs. StyleGAN2-10 datasets.
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Real Train50K Train30K Train10K

Figure 9: Real images vs. StyleGAN2-Cond datasets.
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H. Generated Synthetic ImageNet Samples
Figure 10 shows randomly sampled images from our five synthetic datasets (BigGAN, DiT with cfg = 1/2/3 or 4) for the
classes: Goldfish (1), Siberian husky (250), Lion (291), Balloon (555), Fire truck (555), Denim (608), Baseball player (981).

Real BigGan DiT (cfg=1) DiT (cfg=2) DiT (cfg=3) DiT (cfg=4)

Figure 10: ImageNet generated samples. Rows show the following classes: Goldfish (1), Siberian husky (250), Lion (291),
Balloon (555), Fire truck (555), Denim (608), Baseball player (981).
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I. Calibrated Synthetic ImageNet Samples
In this section we analyze the contribution of images from calibrated synthetic datasets to model ranking. In Figures 11
and 12 we show the images, xi, that received the highest and lowest coefficients, wc[i], in their corresponding classes,
during the calibration process. Each row shows images from a different synthetic dataset. The first four columns show
the images that received the highest positive and lowest negative w coefficient values during calibration. Columns five
and six show samples that are not useful for ranking and received w = 0. The last column shows the distribution of w for
all 100 images in the class. For sake of presentation clarity we use w as a shorthand notation for wc[i] next to an image
to denote the value it received in its matching vector wc. Images with positive w coefficients increase the likelihood of
models labeling them correctly to be ranked higher. In contrast, images with negative values of w indicate that calibration
models labeling them “incorectly” in general perform well on that class. The improvement in ranking of unseen models
indicates that in general images with non-zero coefficient are valuable for ranking. Images with w = 0 are those which were
unanimously classified either correctly or incorrectly by all the models in the calibration set.
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Figure 11: Calibrated samples of class “Kite” (bird, 21), “Vase” (883).

23



Synthetic Data for Model Selection

Highest positive w Lowest negative w w = 0.0 w Distribution

w = 0.055 w = 0.015 w = −0.011 w = 0.0 w = 0.0

C
la

ss
75

5,
D

iT
(c

fg
=4

)p

0.00 0.02 0.04

20

40

60

80

100

w = 0.016 w = 0.015 w = −0.012 w = −0.011 w = 0.0 w = 0.0

C
la

ss
75

5,
D

iT
(c

fg
=1

)p

0.00 0.02

20

40

60

w = 0.040 w = 0.032 w = −0.027 w = −0.025 w = 0.0 w = 0.0

C
la

ss
75

5,
B

ig
G

A
N

p

0.01 0.00 0.01

20

40

60

80

w = 0.052 w = 0.030 w = −0.021 w = −0.014 w = 0.0 w = 0.0

C
la

ss
2,

D
iT

(c
fg

=4
)p

0.000 0.025 0.050

20

40

60

w = 0.039 w = 0.038 w = −0.032 w = −0.027 w = 0.0 w = 0.0

C
la

ss
2,

D
iT

(c
fg

=1
)p

0.02 0.00 0.02 0.04

10

20

30

40

w = 0.050 w = 0.043 w = −0.045 w = −0.040 w = 0.0 w = 0.0

C
la

ss
2,

B
ig

G
A

N
p

0.05 0.00 0.05

10

20

30

Figure 12: Calibrated samples of classes “Radio telescope” (755), “White shark” (2). For DiT (cfg = 4) only one image
is presented for the “Radio telescope” class as only it has received a negative w.
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