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Abstract

Distributed training of foundation models,
especially large language models (LLMs), is
communication-intensive and so has heavily relied
on centralized data centers with fast interconnects.
Can we train on slow networks and unlock the
potential of decentralized infrastructure for
foundation models? In this paper, we propose
COCKTAILSGD, a novel communication-efficient
training framework that combines three distinct
compression techniques—random sparsification,
top-K sparsification, and quantization—to achieve
much greater compression than each individual
technique alone. We justify the benefit of such
a hybrid approach through a theoretical analysis
of convergence. Empirically, we show that
COCKTAILSGD achieves up to 117× compression
in fine-tuning LLMs up to 20 billion parameters
without hurting convergence. On a 500Mbps
network, COCKTAILSGD only incurs ∼ 1.2×
slowdown compared with data center networks.

1. Introduction
In recent years, foundation models (Bommasani et al.,
2021), including large language models (Brown et al., 2020;
Chowdhery et al., 2022; Bommasani et al., 2021; Zhang
et al., 2022; Liang et al., 2022; Scao et al., 2022), have
enabled rapid advancement for various machine learning
tasks, especially in natural language processing (Brants et al.,
2007; Austin et al., 2021). Such a significant improvement
on quality has been fueled by an ever-increasing amount
of data and computes that are required in training these
models (Kaplan et al., 2020). Today, training even modest
scale models requires a significant amount of compute: For
example, fine-tuning GPT-J-6B (6 billion parameters) over
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merely 10 billion tokens would require 6 petaflops-days: 8
A100 GPUs running at 50% capacity for 5 days!

When training foundation models in a distributed way,
communication is the key bottleneck in scaling. As an
example, fine-tuning GPT-J-6B over 10 billion tokens with a
batch size of 262K tokens over 4 machines (each with 2 A100
GPUs) would require 915.5 TB data being communicated
during the whole training process! The computation time
for such a workload is 114 hours, which means that we
need to have at least 20 Gbps connections between these
machines to bring the communication overhead to the same
scale as the computation time. Not surprisingly, today’s
infrastructure for training and fine-tuning foundation models
are largely centralized, with GPUs connected via fast
100Gbps–400Gbps connections (Microsoft, 2020).

Such a heavy reliance on centralized networks increases
the cost of infrastructure, and makes it incredibly hard to
take advantage of cheaper alternatives, including tier 2 to
tier 4 clouds, spot instances and volunteer compute. For
example, while volunteering compute projects such as Fold-
ing@Home can harvest significant amount of computes for
embarrassingly parallelizable workloads (e.g., 2.43exaflops
in April 2020 (Larson et al., 2009)), it is challenging to
harvest these cycles for foundation model training due to
the communication bottleneck. Recently, there has been an
exciting collection of work focusing on the decentralized
training of neural networks, including those that are algo-
rithmic (Lian et al., 2017; Ryabinin & Gusev, 2020; Diskin
et al., 2021; Ryabinin et al., 2021; Yuan et al., 2022; Jue
et al.) as well as system efforts such as Training Transformer
Together (Borzunov et al., 2022b), and PETALS (Borzunov
et al., 2022a). However, despite of these recent efforts,
communication is still a significant bottleneck, and one can
only compress the communication by at most 10-30× in
these recent efforts without hurting convergence. To fully
close the gap between centralized infrastructure (100Gbps)
and decentralized infrastructure (100Mbps-1Gbps), we need
to decrease the communication overhead by at least 100×!

Luckily, there have also been rapid development of
communication-efficient optimization algorithms and
these efforts provide the foundational building blocks of
this paper. Researchers have proposed a wide range of
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Figure 1: An illustration of three different methods to com-
press ad-dimensional vector using infp16 precision. Differ-
ent methods bring complementary benefits to compression.
Indices are used to store the sparsity pattern.

gradient compression methods to lower the communication
overhead, including quantization (Alistarh et al., 2016;
Zhang et al., 2017; Bernstein et al., 2018; Wen et al., 2017),
sparsification (Wangni et al., 2018; Alistarh et al., 2018;
Wang et al., 2018; 2017), sketching (Jiang et al., 2018; Ivkin
et al., 2019; Rothchild et al., 2020) error compensation (Stich
et al., 2018; Tang et al., 2019; Gorbunov et al., 2020; Qian
et al., 2021; Lu et al., 2022; Condat et al., 2022) local
training (Wang & Joshi, 2019; Lin et al., 2019; Stich, 2018;
Haddadpour et al., 2019; Mishchenko et al., 2022), and
asynchronous updates (Peng et al., 2017; Zheng et al., 2017;
Zhou et al., 2018; Simsekli et al., 2018; Nguyen et al., 2018).

We focus on foundation model training over slow networks,
centering around a key observation: different communication-
efficient training methods bring complementary benefits and
disadvantages, as illustrated in Figure 1:

1. Top-K sparsification improves gradient sparsity, which
decrease the number of non-zero values to store, but
leaves significant overhead to encode sparsity pattern;

2. Quantization decreases the overhead for storing each
value, but cannot go below 1 bit and thus can only
support limited compression ratio;

3. Random sparsification decreases the number of
non-zero values to store and provides an efficient way
to encode the sparsity pattern, but might miss important
values compared with Top-K sparsification.

What would happen if we combine these methods? As we
will show in this paper, combining these three methods
together allows us to outperform each individual method. In
fact, only with all these techniques together, we can reach
an aggressive communication compression ratio. The key
challenge in combining these methods is to balance the
communication compression ratio with the convergence of
the algorithm. Specifically, (Contribution 1) we propose
COCKTAILSGD, a novel framework that allows us to
integrate various communication compression techniques
together. COCKTAILSGD is an asynchronous training

framework that overlaps communication with the local gradi-
ent computation of the gradients. During the communication
step, we use a combination of random sparsification, top-K
sparsification, quantization, and careful error compensation.
This allows us to amortize the end-to-end aggressive
communication ratio to each of these dimensions.

Theoretically, (Contribution 2) We provably show that
COCKTAILSGD ensures local convergence with linear
speed-up, at rate O(1/

√
NT ) on smooth non-convex

objectives, where N is the number of parallel workers and
T is the total number of iterations. The convergence bound
holds under weaker assumptions on the compression given
in previous work (Stich et al., 2018). Moreover, we also
theoretically justify the effectiveness and benefits of the
hybrid approach taken by COCKTAILSGD.

Empirically, (Contribution 3) we conduct large-scale
experiments fine-tuning open models up to 20B parameters.
We show that COCKTAILSGD converges to comparable
training loss with a comparable number of iterations, but
communicates up to 117× less data. This allows us to signifi-
cantly decrease our requirements on bandwidth. Over 1Gbps
network, we achieve the same training throughput compared
with data center network. Over 500Mbps networks, we are
only 1.2× slower compared with data center networks. We
also conduct a careful ablation study to verify that COCK-
TAILSGD’s ability to combine different techniques together
is crucial to achieving such an aggressive compression ratio.

Moreover, (Contribution 4) we show that COCKTAILSGD
can be used to improve open models: fine-tuned models
achieve significantly higher HELM (Liang et al., 2022) core
scenario scores by 7.0% for GPT-NeoX-20B.

2. The COCKTAILSGD Framework
Problem Formulation. In this paper, we focus on the
standard data-parallel setup with N parallel workers. Each
worker i maintains a local data source Di over which a
local loss function fi is defined. All the parallel workers
collaborate to minimize the objective function f ∶Rd→R,
that is, find target model parameters x̂∈Rd such that,

x̂=argmin
x∈Rd

⎡⎢⎢⎢⎢⎢⎢⎣

f(x)= 1

N

N

∑
i=1

Eζ∼Difi(x;ζ)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

=fi(x)

⎤⎥⎥⎥⎥⎥⎥⎦

,

where ζ is the data sampled from each local data source.

Figure 3(a) illustrates the computation and communication
pattern of the standard data-parallel SGD (DP-SGD) method.
At iteration t, each worker i holds a local model replica
x
(i)
t and computes its local gradient over data sample ζ(i)t .

All workers then communicate and compute the average
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(a) Top-K.
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(b) Quantization.
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(c) Local Training.

Figure 2: Existing methods can significantly decrease the communication overhead of distributed training; however, they often
converge sub-optimally under aggressive compression ratios. Top-K: (Alistarh et al., 2018) with 10%, 2%, 0.5% sparsity;
Quantization: (Alistarh et al., 2016) with 4-bits, 2-bits, and 1-bit; Local Training: (Stich, 2018) with 10, 50, 200 local steps.
We fine-tune OPT-1.3B model over on the WIKITEXT-103 dataset.

gradient. Worker i then updates its local model:

x
(i)
t+1=x

(i)
t −γ

N

∑
i=1
∇fi(x(i)t ;ζ

(i)
t )

where γ is the learning rate. When running DP-SGD over
slow networks, the communication time starts to dominate
and thus slows down the training process.

2.1. Existing Methods of Communication Compression

Communication compression can speed up training over
slow networks by decreasing the communication overhead,
as illustrated in Figure 3(b). There are three major categories
of compression techniques, sparsification (Strom, 2015;
Wangni et al., 2018; Alistarh et al., 2018; Wang et al.,
2018; Wangni et al., 2018; Wang et al., 2017; Lin et al.,
2018), quantization (Alistarh et al., 2016; Wen et al., 2017;
Bernstein et al., 2018; Wu et al., 2018; Karimireddy et al.,
2019; Tang et al., 2021), and local training (Wang & Joshi,
2019; Lin et al., 2019; Stich, 2018; Haddadpour et al., 2019;
Mishchenko et al., 2022), which tackle the same problem
from a different perspective. Local training aims to reduce
the total number of times the gradient needs to be sent at all.
Method such as lo-fi (Wortsman et al., 2022) is an extreme of
local training where all workers train independently and com-
municate once in the end. Sparsification reduces the number
of elements that needed to be communicated in each iteration.
Usually, it focuses on finding the subset of parameter updates
that are more important in each iteration and only communi-
cates partial gradients on those parameters. Quantization, on
the other hand, communicates gradients for every parameter
but with lower precision. It tries to optimize the necessary
bits or precision for the gradient update of every parameter.

These methods can significantly decrease the communication
overhead of distributed training. In Figure 2, we show
one such example by fine-tuning OPT-1.3B and use three
representative methods: top-K (Alistarh et al., 2018) as
the representative sparsification method with the top-K
percentage of 10%, 2%, and 0.5%; QSGD (Alistarh et al.,

Figure 3: Communication and computation patterns for DP-
SGD, DP-SGD with compression, and COCKTAILSGD.

2016) as the representative quantization method and quantize
the value to 4-bits, 2-bits, and 1-bit; and LocalSGD (Stich,
2018) as the representative method that introduces staleness
and varies local update iterations as 10, 50, and 200. As
we can see, all the algorithms can significantly lower the
communication overhead — with top-K compression, we
only need to communicate 10% of a total number of gradients
and update the corresponding parameters; with quantization,
we only need 4-bit representation of the data; and with local
training we only need to communicate every 10 steps.

Nevertheless, none of these methods achieve compression
ratio larger than 10×without hurting the convergence. With
sparsity of 2%, top-K gradient starts to converge slower
compared with ALLREDUCE; With precision of 2 bits and
staleness of 50 steps, quantization and local training methods
suffer similarly. How can we reach 100× compression? In
this paper, we combine all these methods together, to balance
sparsity, staleness, and precision all in a single framework.

2.2. The COCKTAILSGD Framework

COCKTAILSGD compresses communication aggressively
using a combination of top-K sparsification, quantization,
and random sparsification. Such aggressive compression

3



CocktailSGD: Fine-tuning Foundation Models over 500Mbps Networks

Algorithm 1 COCKTAILSGD
1: Initialize: given the number of GPU nodes N , the learning rate γ, the global

initialized model xt=0, compression function C, global error buffer et;
Each worker indexed by (i) maintains:

i) a local model copy notated by x
(i)
t ←xt=0;

ii) a global model copy notated by x
′(i)
t ←xt=0.

2: for t=0,...,T −1 do
3: // Each GPU node (i) runs a compute thread and a communication thread in

parallel:
4: (1) Compute thread:
5: // Compute gradients on the local model:
6: Worker i: g(i)t ←∇fi(x(i)t ;ζ

(i)
t ), ζ

(i)
t ∼Di

7: (2) Communication thread:
8: // Compute local model difference:
9: Worker i: δ(i)t ←(x(i)t −x

′(i)
t )

10: All workers Communicate (∆t and et are sharded among workers or
stored in parameter servers): ∆t← 1

N∑iC[δ
(i)
t ]+et

11: Update global error: et+1←∆t−C[∆t]
12: // Worker i: wait both threads to finish
13: (3) Apply updates to the local and global models:
14: Worker i: x(i)t+1←x

(i)
t −γg

(i)
t +C[∆t]−C[δ(i)t ]

15: Worker i: x′(i)t+1←x
′(i)
t +C[∆t]

16: end for
17: Output: x′(1)

t=T
= ...=x′(N)

t=T
.

enables new system optimizations: we can often fully hide
communication behind computation. As illustrated in Fig-
ure 3(c), COCKTAILSGD is an asynchronous framework that
overlaps communication with the local gradient computation.

Algorithm 1 illustrates the COCKTAILSGD framework.
One key design choice is the compressor C that we will
discuss in the next section. The structure of COCKTAILSGD
follows a natural asynchronous training paradigm with error
compensation. On each worker i, we maintain two copies
of the model: one copy x(i)t is used for local forward
and backward computation, and the other copy x

′(i)
t is

used for global synchronization. This is necessary because
of the concurrent nature of local computation and global
synchronization. During one training iteration the worker
uses two parallel threads — one for local computation
(Line 4) and another for exchanging their last step’s model
difference between the local and global model (Line 7). Once
both threads have finished, the worker updates the model
parameters and proceeds to the next iteration (Line 13).

This framework introduces a 1-step staleness; if commu-
nication overhead is comparable to the computation, it can
fully hide the communication behind computation. However,
in scenarios where the network is slow, e.g. geo-distributed
device connected with <1Gbps networks, the communication
overhead can be significantly larger than the local compu-
tation. To overcome this issue, COCKTAILSGD utilizes
bidirectional compression (Lines 10 and 11) to balance
execution time between communication and computation.
To minimize the side-effect due to compression, we absorb
compression error into the local model and leverage error
compensation (Gruntkowska et al., 2022; Tang et al., 2019).

Next, we focus on the core part of the paper: designing an
effective compressor to enable efficient communication.

2.3. Design the Compressor

One key design in COCKTAILSGD is the compressor C. Note
that with a single method, it is hard to reach an aggressive
end-to-end compression ratio such as 100×. We first analyze
this behavior and then propose a simple, novel compressor.

2.3.1. CHALLENGES OF AGGRESSIVE COMPRESSION

Achieving an aggressive compression ratio with a single
technique is challenging. In the following, we illustrate this
by assuming that the original data to be compressed consists
of d numbers stored in fp16.

Top-K Compression One
challenge of using top-K
compression to achieve ag-
gressive compression ratios
is that storing the sparsity
pattern introduces signifi-
cant overhead. In fact,
with d numbers as input,
such sparsity pattern re-
quires Klog2d bits (as index list) or d bits (as bitmap). This
often dominates what is required to store the values — if these
were stored infp16, we would need 16K bits. The right Fig-
ure illustrates this behavior — to achieve 100× compression
ratio, one would need 0.3% sparsity.

Quantization Value-
wise quantization alone
cannot achieve more than
16× compression ratio if the
original values are stored
in fp16. Moreover, a
linear decrease of # bits for
quantization often lead to
an exponential increase of
the error. It is possible to apply quantization together with
top-K compression, but this yields diminishing returns, as
illustrated in the right Figure — compressing the value
by 16× introduces only up to 2× additional compression
because we are dominated by storing the sparsity patterns.

Random Sparsification
Quantization sparsification
eliminates the communi-
cation cost of the sparsity
pattern — by sending
only a random seed, the
sparsity pattern can be fully
recovered. However, it also

4



CocktailSGD: Fine-tuning Foundation Models over 500Mbps Networks

comes with its problem —
as illustrated on the right figure, given the same sparisty,
ransom sparsification introduces more errors (in l2 norm)
compared with top-K sparsification, since it does not
necessarily keep values of the largest norm.

2.3.2. COCKTAILSGD COMPRESSOR

The goal of the COCKTAILSGD compressor is to balance
three dimensions: sparsity, precision, and staleness — our
goal is to be mild at each dimension, but achieve significant
end-to-end compression ratio altogether. Intuitively, since
each of these dimensions introduces errors of different kinds,
their combination does not compound significantly. Algo-
rithm 2 illustrates the compressor that we used. Given an
input vector δ of size d to compress, we first sample a subset
of parameters randomly with probability p. We then per-
form top-K compression over the selected pd (in expectation)
parameters, followed by a q-bit quantization of the values.

Each of these three steps
introduce compression in
different ways. Random
sample with probability p
makes it easier to commu-
nicate sparsity patterns —
if all workers agree on a
random seed, these workers
will agree on the selected
subset of parameters without any additional communica-
tion; Top-K compression introduces additional sparsity over
random sample and maintains important values; and quan-
tization decreases the number of bits we need to store these
values. Putting these together alleviates the diminishing re-
turns. In fact, with p=10%, we can reach 100× compression
with 1% sparsity from top-K and 4-bit quantization.

What about Convergence? The benefit provided by ran-
dom sampling does not come as free — compared with top-K
compression, random sampling does not necessarily choose
the most important values to communicate. This can poten-
tially hurt convergence. Empirically, we observe that the
benefits in compression outweigh the degradation in conver-
gence. In the next section, we will analyze this formally and
justify this hybrid compression method.

3. Theoretical Analysis
Given the problem setup defined in Section 2, we now pro-
ceed to analyze the convergence bound of COCKTAILSGD.
We start with a few assumptions.

Assumption 3.1. (Smoothness) For any i∈{0,...,N−1}, the
loss function fi is L-smooth such that there exists a constant

Algorithm 2 Compressor C[δ].
1: Input: model difference δ, sampling ratio p, top-K sparsification K, quantization

q-bits.
2: (1) Randomly pick a subset of numbers from (δ), with probability p to include

each number:
3: δ1←RANDOMSELECT(δ,p)
4: (2) Select TOP-K element:
5: δ2←TOP-K(δ1)
6: (3) Quantize values to q bits:
7: δ3←QUANTIZE(δ2)
8: Output: δ3.

L>0, for any x,y ∈Rd, it holds that
∥∇fi(x)−∇fi(y)∥≤L∥x−y∥.

Assumption 3.2. (Data Sampling) The stochastic gradient
computed is an unbiased estimation for the full gradient with
bounded variance, i.e, there exists a constant σ>0 such that
for any local datasetDi, it holds that for any x∈Rd:

Eζ∼Di[∇fi(x;ζ)]=∇fi(x),
and

Eζ∼Di∥∇fi(x;ζ)−∇fi(x)∥
2≤σ2.

Assumption 3.3. (Data Heterogeneity) There exists ς >0
such that for any x∈Rd, it holds that

1

N

N−1
∑
i=0
∥∇fi(x)−f(x)∥2≤ς2.

Assumption 3.1, 3.2 and 3.3 are standard assumptions in dis-
tributed training literature and are widely adopted (Koloskova
et al., 2019; Tang et al., 2019; Lu & De Sa, 2020; 2021). We
now introduce our assumption on the compression. Note that,
COCKTAILSGD applies multiple approaches in the commu-
nication thread, which can be seen as an end-to-end compres-
sion procedure C ∶Rd→Rd that takes x(i)t −xt as input and
outputs C[x(i)t −xt], for any t≥0. More specifically, denote
CR,CK ,CQ to be RANDOMSELECT, TOP-K, and QUANTIZE
in COCKTAILSGD, respectively, then C =CQ○CK ○CR can
be seen as the composition of three individual compression
procedures. Without the loss of generality, we first make an
end-to-end assumption on C:

Assumption 3.4. (Compression Error) The end-to-end
compression procedure C in Algorithm 1 has bounded error
such that for any x∈Rd, there exists a constant 0≤ω<1,

E∥C(x)−x∥2≤ω2∥x∥2.

We now give the convergence bound of COCKTAILSGD in
the following theorem,

Theorem 3.5. In Algorithm 1, under Assumption 3.1, 3.2,
3.3 and 3.4, if we set the learning rate γ to be

γ=
⎛
⎝
σ

√
T

N
+ (σ

2+3ς2) 1
3L

2
3T

1
3

F
1
3 (1−ω) 4

3

+ 35L

(1−ω)2
⎞
⎠

−1

, Algorithm 1 converges at the following rate,
1

T

T−1
∑
t=0

E∥∇f(xt)∥2≤O(
1√
NT
+ 1

(1−ω) 4
3T

2
3

+ 1

(1−ω)2T 2
),

where F =f(x0)−infxf(x).
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Remark I: Linear Speed Up. Observing the bound
O(1/

√
NT + 1/(1 − ω)4/3T 2/3) given in Theorem 3.5,

COCKTAILSGD guarantees linear speed up over number of
workers N and number of iterations T , at rate O(1/

√
NT ).

Notice that the compression-related variable ω only appears
in the non-leading terms. Intuitively, this allows aggressive
compression without significantly hurting the convergence.
The bound is tight in terms ofN andT compared to the lower
bound in the same setting (Lu & De Sa, 2021).

Remark II: Comparison to Previous Bounds. Compar-
ing Theorem 3.5 and the bound given in Tang et al. (2019),
COCKTAILSGD converges under weaker assumption on the
compression scheme. Specifically, as pointed out by Tang
et al. (2019), previous work like (Stich et al., 2018) obtains the
rate O(1/

√
NT ) under both Assumption 3.4 and bounded

gradients. In contrast, Theorem 3.5 ensures the same conver-
gence rate without the bounded gradients assumption.

Remark III: A Closer Look at ω. We now discuss how
the variableω connects to different compression components
in COCKTAILSGD. Note that each compression approach,
including RANDOMSELECT, TOP-K, and QUANTIZE, ful-
fills Assumption 3.4 with different ω. We now give the error
bound where all the compression components are composed.

Lemma 3.6. Denote CR,CK ,CQ to be RANDOMSELECT,
TOP-K, and QUANTIZE in COCKTAILSGD, respectively.
Then it holds that the end-to-end compression in COCK-
TAILSGD: C=CQ○CK ○CR fulfills the Assumption 3.4 with

ω2=1− min{K,pd}
d+d⋅min{d/s2,

√
d/s}

,

where s denotes the precision level given in the QUANTIZE
function (Alistarh et al., 2016).

Given Lemma 3.6, we can obtain a finer-grained convergence
bound of COCKTAILSGD as given in the following corollary.

Corollary 3.7. In Algorithm 1, under Assumption 3.1, 3.2,
3.3 and 3.4, if we use Algorithm 2 as C, set the learning rate γ
to be the same as in Theorem 3.5, then Algorithm 1 converges
at the following rate,
1

T

T−1
∑
t=0

E∥∇f(xt)∥2≤O(
1√
NT
+ d

4
3 +d 4

3min{d/s2,
√
d/s} 4

3

min{K,pd} 2
3T

2
3

).

Note that since Assumption 3.4 explicitly constraints that
ω<1, so that Corollary 3.7 implicitly requires min{K,pd}>
0, which holds in our case. Observing the bound given in
Corollary 3.7, the compression-related term is not dominant
in terms of T . However, when compression becomes aggres-
sive (this could either mean K → 0, p→ 0 or s→ 0), then
the second term will gradually become the leading term in
the convergence bound. On the other hand, if p is not too
small (specifically p≥K/d), then the RANDOMSELECT-P
component will have no impact on the final convergence rate

as min{K,pd} will be dominated by K. This justifies our
hybrid compressor — the convergence is relatively robust to
mild random sparsification, but on the other hand, random
sparsification improves the end-to-end compression ratio as
we showed in Section 2.3.2.

4. Experiments
We demonstrate that COCKTAILSGD can significantly speed
up the training of large language models in slow networks.
Specifically, we show that:

(1) COCKTAILSGD can tolerate up to 117× aggressive com-
pression without hurting the converging rate and final loss,
whereas several strong baselines including top-K (Alistarh
et al., 2018) and ProxSkip (Mishchenko et al., 2022), con-
verge slower with comparable compression ratio.

(2) Under slow networks (500Mbps), COCKTAILSGD pro-
vides a 20-50× end-to-end speedup comparing with ALLRE-
DUCE based data parallel implementation. COCKTAILSGD
under 500Mbps network is only 1.2× slower compared with
ALLREDUCE under data center network.

(3) With COCKTAILSGD, we further fine-tune GPT-NeoX-
20B using instruction-tuning data, improving the average
HELM core scenario score by 7%.

4.1. Experimental Setup

Datasets and Models. We consider instruction tuning on
standard language modeling datasets. For instruction tuning,
we use a collection of Natural-Instruction (NI) (Mishra et al.,
2022; Wang et al., 2022), Public Pool of Prompts (P3) (Bach
et al., 2022), Chain-of-Thought (Wei et al., 2022) data, and
The Pile (Gao et al., 2020) to prevent catastrophic forgetting
previously learned knowledge. We refer to this data collec-
tion as INSTRUCTIONDATA. For language modeling, we
train on WIKITEXT-103 data (Merity et al., 2016). We fine-
tune OPT-1.3B, GPT-J-6B, and GPT-NeoX-20B on these
datasets.

Infrastructure. We use A100-80GB GPUs to train large
language models. To simulate slower network conditions,
we utilize Linux traffic control to control the communication
bandwidth between instances. To effectively utilize the re-
sources of each server, we employ pipeline parallelism and
utilize the fast intra-machine connection to communicate ac-
tivations and their corresponding gradients. For the models
OPT-1.3B and GPT-J-6B, we utilize 4 data parallel workers
with 2 A100 GPUs each. For the GPT-NeoX-20B model, we
use 4 data parallel workers with 8 A100 GPUs each, for a
total of 32 A100 GPUs.

Baselines. We compare with three strong baselines:

ALLREDUCE. We use an efficient ALLREDUCE based data
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parallel implementation as the baseline for statistical effi-
ciency, where all communications are in fp16.

PROXSKIP. We choose PROXSKIP (Mishchenko et al., 2022)
as the state-of-the-art baseline for communication delay
methods with staleness.

TOP-K. We select top-K sparsification (Alistarh et al., 2018)
on the gradient with two-pass error-compensated compres-
sion (Tang et al., 2019) as the strong baseline for methods
optimized for communication compression.

We run all methods with a targeted compression ratio of
100×. We use a compression ratio of 100 for PROXSKIP. For
TOP-K, we set the sparsity ratio to 0.5%. COCKTAILSGD
uses 10% random sampling p and 20% top-K, and perform
quantization with 4 bits. We also apply lossless compression
with zlib1 on all methods, achieving an average end-to-end
compression ratios of up to 109× for PROXSKIP, 110× for
TOP-K, and 117× for COCKTAILSGD.

Hyperparameter Tuning. We train in mixed precision
(FP16) training and conduct careful tuning for all methods on
all datasets. We use the default Adam optimizer. The optimal
learning rate is determined through a grid search, ranging
from 1e-6 to 1e-3, to ensure optimal convergence for each
method. We use a batch size of 64, 128, 128 for OPT-1.3B,
GPT-J-6B, GPT-NeoX-20B, respectively, and a sequence
length of 2048.

4.2. Results

Convergence. We first compare the convergence behavior
of different methods in Figure 4. Figure 4 shows the con-
vergence curves on instruct-tuning and language modeling
data. ALLREDUCE converges fastest in terms of iteration as
it exchanges the full gradients in fp16without compression
and relaxation. TOP-K and PROXSKIP under aggressive
compression significantly compromises the convergence due
to aggressive compression or staleness from the same tech-
nique, which matches our finding illustrated in Section 2. On
the other hand, COCKTAILSGD converges almost as fast as
ALLREDUCE in terms of the number of training iterations,
despite requiring up to 117× communication.

End-to-End Runtime. Figure 5 shows the throughput of
ALLREDUCE and COCKTAILSGD under different network
configurations. Benefiting from the asynchronous communi-
cation mode, COCKTAILSGD can hide the communication
in the local computation, thus maintaining nearly constant
training throughput if the communication time is less than
the computation time. Under a slower 500Mbps network,
COCKTAILSGD introduces 47.2× improvement of the train-
ing throughput for GPT-NeoX-20B, when compared with
ALLREDUCE. Under 1Gbps network, COCKTAILSGD also

1
https://www.zlib.net/

achieves substantial improvements, with 30.2× improvement
for the respective models. In fact, this throughput is almost
the same as the throughput of ALLREDUCE with “infinite
bandwidth” (when all communications are disabled), with
only 7% slower. And the throughput of 500Mbps is only
1.2× slower than data center networks. This unlocks the
use of geographically distributed machines connected with
slow networks to effectively train large-scale language mod-
els while maintaining a reasonable hardware efficiency and
convergence speed.

Improving Foundation Models. We are also excited to
share that COCKTAILSGD managed to accomplish a set of
real-world foundation model training tasks. Specifically, we
used the fine-tuned GPT-J-6B and GPT-NeoX-20B models,
which were trained on the INSTRUCTIONDATA dataset, and
evaluated them using the HELM protocol. Our results, as
depicted in Figure 6, showed an improvement of 7.4% and
7.0% for GPT-J-6B and GPT-NeoX-20B respectively on the
core scenario tasks, spanning a diverse range of task types.

4.3. Ablation Study

In this subsection, we conduct ablation study to understand
the importance of top-K, random sampling, and quantization.

We found that using top-K alone for aggressive sparsifica-
tion can lead to poor convergence, as shown in Figure 7a
(Top0.5%). When combined with quantization, it compresses
the values from fp16 to 4-bits. However, the sparsity pat-
terns then dominate the communication overhead. In fact, for
large-scale models, e.g. >1 billion parameters, the indices are
larger than the quantized top-K values themselves. To tackle
this issue, we perform random sampling first and use bitmap
to represent the position of top-K values. Figure 7a shows
that performing random sampling before top-K does not hurt
the convergence under the same sparsity. Meanwhile, as
shown in Figure 7b, this greatly reduces the communication
volume under the same sparsity.

Furthermore, we also try removing top-K or quantization re-
spectively. However, as presented in Figure 7a, the removal
of these methods resulted in slower convergence, which high-
lights the importance of utilizing various types of compres-
sion algorithms in order to maintain a fast convergence rate.

5. Related Work
Communication-efficient learning algorithms have been stud-
ied for decades since model/gradient synchronization can
be the bottleneck of distributed data-parallel training (Xu
et al., 2020). Quantization and sparsification are two popular
compression methods for communication volume reduction
methods. On the other hand, there are some communication
delay methods such as Local SGD and asynchronous SGD
that introduce some staleness of gradient updates in return for
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Figure 4: Convergence of OPT-1.3B, GPT-J-6B and GPT-NeoX-20B on INSTRUCTIONDATA and WIKITEXT-103. COCK-
TAILSGD achieves comparble convergence as ALLREDUCE despite using up to 117× less communication.
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Figure 7: Ablation study of compression methods.

a reduction of communication frequency or synchronization.

Quantization based methods (Alistarh et al., 2016; Wen
et al., 2017; Bernstein et al., 2018; Wu et al., 2018; Karim-
ireddy et al., 2019; Tang et al., 2021) first quantize the gradi-
ent/model into a lower precision representation before com-
munication instead of directly communicating the fp32
numbers. The quantized gradient can be a biased (Bernstein
et al., 2018; Wu et al., 2018; Karimireddy et al., 2019) or
unbiased estimation (Alistarh et al., 2016; Wen et al., 2017)
of the original value. To further improve the compression
ratio and overcome the 1-bit-per-value limit of conventional
quantization methods, recent studies have proposed lever-
aging the data structure in the quantization strategy (Stock
et al., 2019; Fan et al., 2020). Sparsification based meth-
ods (Strom, 2015; Wangni et al., 2018; Alistarh et al., 2018;
Wang et al., 2018; Wangni et al., 2018; Wang et al., 2017;
Lin et al., 2018) can support a more aggressive compression
ratio than quantization—quantization can only compress the
message up to 32×, where at least one bit is required to repre-
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sent a value. The gradients of neural networks can be very
sparse, which provides great opportunities for sparsification-
based compression. Similarly, the sparsify function can be
biased (Strom, 2015; Lin et al., 2018) or unbiased (Wangni
et al., 2018) as well. Error Compensation (Seide et al.,
2014; Gruntkowska et al., 2022; Condat et al., 2022) com-
pensates for compression errors and further enables more
aggressive compression ratios. Xie et al. (2020) proposes
error reset producing bifurcated local models with periodic
reset of resulting local residual errors.

Local Training based methods (Wang & Joshi, 2019;
Lin et al., 2019; Stich, 2018; Haddadpour et al., 2019;
Mishchenko et al., 2022) are introduced to optimize for the
number of communication rounds during training (Wang &
Joshi, 2019; Lin et al., 2019; Stich, 2018; Haddadpour et al.,
2019). Asynchronous update based methods (Peng et al.,
2017; Zheng et al., 2017; Zhou et al., 2018; Simsekli et al.,
2018; Nguyen et al., 2018; Nadiradze et al., 2021) try to
remove the synchronization barrier, which is an obstacle in
communication for clusters with stragglers.

Combination of Multiple Methods. Since quantization
and sparsification are two orthogonal methods, there is also
some active research discussing how to effectively combine
them (Basu et al., 2019). For example, Jiang & Agrawal
(2018) leverages quantization and local computation, and
Basu et al. (2019) combines aggressive sparsification with
quantization and local computation along with error com-
pensation. However, they can only compress one direction
and thus cannot achieve aggressive compression. Our paper
is inspired by these efforts but significantly improve their
compression ratio and applies to training large-scale LLMs.

6. Conclusion
In this paper, we examine the limitations of using a single
category of compression methods for distributed training
and propose a new framework called COCKTAILSGD. It
combines three distinct compression techniques, namely ran-
dom sparsification, top-K sparsificaiton, and quantizaiton, to
achieve better compression ratios than each technique alone.
Our theoretical analysis suggests that COCKTAILSGD en-
sures local convergence with linear speed up at O(1/

√
NT )

on smooth non-convex objectives. Empirically, we show
that COCKTAILSGD can achieve up to 117× compression
without hurting the convergence.
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A. Theoretical Analysis
A.1. Proof to Theorem 3.5

Proof. For simplicity, we start from defining the following variables (we denote δ̂
(i)
t to be the output of Algorithm 2):

δ
(i)
t =x

(i)
t −xt

x̄t=
1

N

N−1
∑
i=0

x
(i)
t

ḡt=
1

N

N−1
∑
i=0

g
(i)
t

δ̄t=
1

N

N−1
∑
i=0

δ
(i)
t

¯̂
δt=

1

N

N−1
∑
i=0

δ̂
(i)
t .

Additionally, we denote

ĝt=−
γ

N

N−1
∑
i=0

fi(x(i)t ).

Now we take average on all the local model update formula (i.e., taking average over i=0 to N−1 on the update of x(i)t ), it’ll
give us

x̄t+1=x̄t+ḡt+∆t−¯̂δt.
Note that

∆t−¯̂δt

=Cω(
1

N

N−1
∑
i=0

δ̂
(i)
t +et)−

1

N

N−1
∑
i=0

δ̂
(i)
t

= 1
N

N−1
∑
i=0

δ̂
(i)
t +et+[Cω(

1

N

N−1
∑
i=0

δ̂
(i)
t +et)−(

1

N

N−1
∑
i=0

δ̂
(i)
t +et)]−

1

N

N−1
∑
i=0

δ̂
(i)
t

=et−et+1,
this will give us

x̄t+1+et+1=x̄t+et+ḡt.

Now given Assumption 3.1,
f(x̄t+1+et+1)=f(x̄t+et+ḡt)

≤f(x̄t+et)+γ⟨∇f(x̄t+et),γ−1ḡt⟩+
L

2
∥ḡt∥

2
.

Take total expectation on both sides,

Ef(x̄t+1+et+1)≤Ef(x̄t+et)+γE⟨∇f(x̄t+et),γ−1ĝt⟩+
L

2
E∥ḡt∥

2

=Ef(x̄t+et)−
γ

2
E∥∇f(x̄t+et)∥2−

γ

2
E∥γ−1ĝt∥

2+ γ
2
E∥∇f(x̄t+et)+γ−1ĝt∥

2+L
2
E∥ḡt∥

2
,

where in the second step we apply the fact that for any a,b, it holds that ⟨a,b⟩=− 1
2
∥a∥2− 1

2
∥b∥2+ 1

2
∥a+b∥2.

Next, notice that
− γ
2
E∥γ−1ĝt∥

2+LE∥ḡt∥
2

=− γ
2
E∥ 1

N

N−1
∑
i=0

fi(x(i)t )∥
2

+γ2LE∥ 1
N

N−1
∑
i=0

fi(x(i)t ;ζ
(i)
t )∥

2

=− γ
2
E∥ 1

N

N−1
∑
i=0

fi(x(i)t )∥
2

+γ2LE∥ 1
N

N−1
∑
i=0

fi(x(i)t )∥
2

+ γ
2σ2L

N

≤γ
2σ2L

N
,
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where in the last step we apply Assumption 3.2 and γ≤1/2L. Move the gradient norm to the LHS, we get

E∥∇f(x̄t+et)∥2≤
2(f(x̄t+et)−f(x̄t+1+et+1))

γ
+ 2γσ

2L

N
+E∥∇f(x̄t+et)+γ−1ĝt∥

2
.

Now summing from t=0 to T −1 on both sides, we get
1

T

T−1
∑
t=0

E∥∇f(x̄t+et)∥2≤
2(f(x0)−f∗)

γT
+ 2γσ

2L

N
+ 1

γ2T

T−1
∑
t=0

E∥ĝt+γ∇f(x̄t+et)∥2,

where f∗= infxf(x). Note that since f = 1
N∑

N−1
i=0 fi,

E∥ĝt+γ∇f(x̄t+et)∥2≤2γ2E∥ 1
N

N−1
∑
i=0
∇fi(x(i)t )−

1

N

N−1
∑
i=0
∇fi(x̄t)∥

2

+2γ2E∥ 1
N

N−1
∑
i=0
∇fi(x̄t)−

1

N

N−1
∑
i=0
∇fi(x̄t+et)∥

2

≤2γ
2

N

N−1
∑
i=0

E∥∇fi(x(i)t )−∇fi(x̄t)∥
2
+ 2γ

2L2

N

N−1
∑
i=0

E∥et∥2

≤2γ
2L2

N

N−1
∑
i=0

E∥x(i)t −x̄t∥
2
+2γ2L2E∥et∥2,

where we apply Assumption 3.1 and Jensen Inequality. Push it back we obtain
1

T

T−1
∑
t=0

E∥∇f(x̄t+et)∥2

≤2(f(x0)−f∗)
γT

+ 2γσ
2L

N
+ 2L

2

NT

T−1
∑
t=0

N−1
∑
i=0

E∥x(i)t −x̄t∥
2
+ 2L

2

T

T−1
∑
t=0

E∥et∥2

≤2(f(x0)−f∗)
γT

+ 2γσ
2L

N
+ 16L2

(1−ω)2NT

T−1
∑
t=0

N−1
∑
i=0

E∥x(i)t −xt∥
2
,

where in the last step we apply Lemma A.2 and the fact that
T−1
∑
t=0

N−1
∑
i=0

E∥x̄t−x(i)t ∥
2
≤2

T−1
∑
t=0

N−1
∑
i=0

E∥x̄t−xt∥2+2
T−1
∑
t=0

N−1
∑
i=0

E∥xt−x(i)t ∥
2

=2
T−1
∑
t=0

N−1
∑
i=0

E∥ 1
N

N−1
∑
i=0
(xt−x(i)t )∥

2

+2
T−1
∑
t=0

N−1
∑
i=0

E∥xt−x(i)t ∥
2

≤4
T−1
∑
t=0

N−1
∑
i=0

E∥xt−x(i)t ∥
2
.

For notational simplicity, we denote

M = 1

NT

T−1
∑
t=0

N−1
∑
i=0
∥x(i)t −xt∥

2
.

Next, considering that
1

T

T−1
∑
t=0

E∥∇f(xt)∥2≤
2

T

T−1
∑
t=0

E∥∇f(xt)−∇f(x̄t+et)∥2+
2

T

T−1
∑
t=0

E∥∇f(x̄t+et)∥2

≤2L
2

T

T−1
∑
t=0

E∥xt−x̄t−et∥2+
2

T

T−1
∑
t=0

E∥∇f(x̄t+et)∥2

≤4L
2

T

T−1
∑
t=0

E∥xt−x̄t∥2+
4L2

T

T−1
∑
t=0

E∥et∥2+
2

T

T−1
∑
t=0

E∥∇f(x̄t+et)∥2

≤4L2M+ 64ω
2L2

(1−ω)2M+
4(f(x0)−f∗)

γT
+ 4γσ

2L

N
+ 32L2

(1−ω)2M

≤4(f(x0)−f∗)
γT

+ 4γσ
2L

N
+ 100L

2M

(1−ω)2 ,

where we applied Assumption 3.1 and Lemma A.2. Finally apply Lemma A.1, we get
1

T

T−1
∑
t=0

E∥∇f(xt)∥2≤
4(f(x0)−f∗)

γT
+ 4γσ

2L

N
+ 100L

2M

(1−ω)2

≤4(f(x0)−f∗)
γT

+ 4γσ
2L

N
+ 200γ

2(σ2+3ς2)L2

(1−ω)4 + 600γ2L2

(1−ω)4T
T−1
∑
t=0

E∥∇f(xt)∥2.
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Apply the condition that

γ≤ (1−ω)
2

35L
,

we finally get

1

T

T−1
∑
t=0

E∥∇f(xt)∥2≤
8(f(x0)−f∗)

γT
+ 8γσ

2L

N
+ 400γ

2(σ2+3ς2)L2

(1−ω)4 .

Set the learning rate γ to be

γ=
⎛
⎝
σ

√
T

N
+ (σ2+3ς2) 1

3L
2
3T

1
3

(f(x0)−f∗)
1
3 (1−ω) 4

3

+ 35L

(1−ω)2
⎞
⎠

−1

, this gives us

1

T

T−1
∑
t=0

E∥∇f(xt)∥2≤
8σ(f(x0)−f∗+L)√

NT
+ 408(f(x0)−f∗)

2
3 (σ2+3ς2) 2

3L
2
3

(1−ω) 4
3T

2
3

+ 280(f(x0)−f∗)L
(1−ω)2T

≤O( 1√
NT
+ 1

(1−ω) 4
3T

2
3

+ 1

(1−ω)2T 2
),

that completes the proof. ∎

A.2. Technical Lemma

Lemma A.1. In COCKTAILSGD algorithm, if

γ≤ 1−ω
3L

,

it holds that

1

NT

N−1
∑
i=0

T−1
∑
t=0

E∥xt−x(i)t ∥
2
≤ 2γ

2(σ2+3ς2)
(1−ω)2 + 6γ2

(1−ω)2T
T−1
∑
t=0

E∥∇f(xt)∥2.

Proof. For any t≥1 and any i∈{0,⋯,N−1}, we have

E∥xt−x(i)t ∥=E∥g
(i)
t−1+(δ

(i)
t−1−δ̂

(i)
t−1)∥

=E∥γ∇fi(x(i)t−1;ζ
(i)
t−1)−(δ

(i)
t−1−δ̂

(i)
t−1)∥

≤γE∥∇fi(x(i)t−1;ζ
(i)
t−1)∥+E[EC∥δ

(i)
t−1−δ̂

(i)
t−1∥]

≤γE∥∇fi(x(i)t−1;ζ
(i)
t−1)∥+E

⎡⎢⎢⎢⎢⎣

√
EC∥δ(i)t−1−δ̂

(i)
t−1∥

2⎤⎥⎥⎥⎥⎦
≤γE∥∇fi(x(i)t−1;ζ

(i)
t−1)∥+ωE∥xt−1−x(i)t−1∥

≤γ
t−1
∑
k=0

ωt−k−1E∥∇fi(x(i)k ;ζ
(i)
k )∥

Now square on both sides, summing from t=0 to T −1, also summing from i=0 to N−1, we obtain

N−1
∑
i=0

T−1
∑
t=0

E∥xt−x(i)t ∥
2
≤γ2

N−1
∑
i=0

T−1
∑
t=0
(
t−1
∑
k=0

ωt−k−1E∥∇fi(x(i)k ;ζ
(i)
k )∥)

2

≤ γ2

(1−ω)2
N−1
∑
i=0

T−1
∑
t=0

E∥∇fi(x(i)t ;ζ
(i)
t )∥

2
.
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Note that
N−1
∑
i=0

E∥∇fi(x(i)t ;ζ
(i)
t )∥

2

=
N−1
∑
i=0

E∥∇fi(x(i)t ;ζ
(i)
t )−∇fi(x

(i)
t )∥

2
+
N−1
∑
i=0

E∥∇fi(x(i)t )∥
2

≤σ2N+3
N−1
∑
i=0

E∥∇fi(xt)−∇fi(x(i)t )∥
2
+3

N−1
∑
i=0

E∥∇fi(xt)−∇f(xt)∥2+3
N−1
∑
i=0

E∥∇f(xt)∥2

≤(σ2+3ς2)N+3L2
N−1
∑
i=0

E∥xt−x(i)t ∥
2
+3NE∥∇f(xt)∥2,

where in the second and third step we apply Assumption 3.2, and in the final step we apply Assumption 3.1. We obtain
N−1
∑
i=0

T−1
∑
t=0

E∥xt−x(i)t ∥
2
≤ γ

2(σ2+3ς2)NT

(1−ω)2 + 3γ2N

(1−ω)2
T−1
∑
t=0

E∥∇f(xt)∥2+
3γ2L2

(1−ω)2
N−1
∑
i=0

T−1
∑
t=0

E∥xt−x(i)t ∥
2
.

In the derivation above, we apply the Assumption 3.1, 3.2 and 3.3. Now, applying the condition that

γ≤ 1−ω
3L

,

we obtain
N−1
∑
i=0

T−1
∑
t=0

E∥xt−x(i)t ∥
2
≤ 2γ

2(σ2+3ς2)NT

(1−ω)2 + 6γ2N

(1−ω)2
T−1
∑
t=0

E∥∇f(xt)∥2.

That completes the proof. ∎

Lemma A.2. In Algorithm 1, the averaged compression error is bounded below by,
1

T

T−1
∑
t=0

E∥et∥2≤
4ω2

(1−ω)2NT

N−1
∑
i=0

T−1
∑
t=0

E∥xt−x(i)t ∥
2
,

Proof. For any t≥0, by the definition of et+1, we can get for any η>0,

E∥et+1∥2=E
⎡⎢⎢⎢⎢⎣
EC∥

1

N

N−1
∑
i=0

δ̂
(i)
t +et−Cω(

1

N

N−1
∑
i=0

δ̂
(i)
t +et)∥

2⎤⎥⎥⎥⎥⎦

≤ω2E∥ 1
N

N−1
∑
i=0

δ̂
(i)
t +et∥

2

≤ω2(1+η)E∥et∥2+ω2(1+1/η)E∥ 1
N

N−1
∑
i=0

δ̂
(i)
t ∥

2

,

where in the second step we apply Assumption 3.4. Summing from t=0 to T −1 and apply the fact that e0=0, we get
T−1
∑
t=0

E∥et∥2≤ω2(1+η)
T−1
∑
t=0

E∥et∥2+ω2(1+1/η)
T−1
∑
t=0

E∥ 1
N

N−1
∑
i=0

δ̂
(i)
t ∥

2

.

Take η= 1−ω2

2ω2 , we get
T−1
∑
t=0

E∥et∥2≤
2ω2(1+ω2)
(1−ω2)2

T−1
∑
t=0

E∥ 1
N

N−1
∑
i=0

δ̂
(i)
t ∥

2

.

For the last term,

E∥ 1
N

N−1
∑
i=0

δ̂
(i)
t ∥

2

≤ 1
N

N−1
∑
i=0

E∥δ̂(i)t ∥
2

≤ 2
N

N−1
∑
i=0

E[EC∥δ̂
(i)
t −δ

(i)
t ∥

2

+ 2

N

N−1
∑
i=0

E∥δ(i)t ∥
2
]

≤2(1+ω
2)

N

N−1
∑
i=0

E∥xt−x(i)t ∥
2
.

Combine them together we obatin
1

T

T−1
∑
t=0

E∥et∥2≤
4ω2

(1−ω)2NT

N−1
∑
i=0

T−1
∑
t=0

E∥xt−x(i)t ∥
2
,

where we apply the fact that ω<1. That completes the proof. ∎
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A.3. Proof to Lemma 3.6

Proof. For any x∈Rd, it trivially holds that

∥CK(x)−x∥2≤∥CR(x)−x∥2.
On the other hand, following (Stich et al., 2018) Lemma A.1, we can show that for CR, if eventually q coordinates are kept, then

ER∥CR(x)−x∥2=(1−
q

d
)∥x∥2.

Notice that after CK ○CR, only min{K,pd} coordinates are kept. Then,

EQR∥CQ○CK ○CR(x)−x∥2=EREQ∥CQ○CK ○CR(x)−CK ○CR(x)∥2+ER∥CK ○CR(x)−x∥2

≤(1− 1

1+min(d/s2,
√
d/s)
)ER∥CK ○CR(x)∥2+(1−

min{K,pd}
d

)∥x∥2

=(1− 1

1+min(d/s2,
√
d/s)
)⋅min{K,pd}

d
∥x∥2+(1−min{K,pd}

d
)∥x∥2

=(1− min{K,pd}
d+d⋅min{d/s2,

√
d/s}

)∥x∥2.

Comparing it with Assumption 3.4, it gives

ω=
¿
ÁÁÀ1− min{K,pd}

d+d⋅min{d/s2,
√
d/s}

.

That completes the proof. ∎

A.4. Avoid Sending Indices with Random Sampling

We now demonstrate the effect of random selection before compression on a toy example. Consider the following two settings:
(1) Compressing vector with density q and length n with b bits on average per nonzero value. (2) Random selecting the
parameters of vector at rate p, and then run (1).

The number of bits for the first one is

bqn−n(qlog2(q)+(1−q)log2(1−q))
for the second one, it’s

bqn−np(q
p
log2(

q

p
)+(1− q

p
)log2(1−

q

p
)).

This is n times

b−(log2(
q

p
)+(p

q
−1)log2(1−

q

p
)).

Let x=p/q. Then

b+(log2(x)+(x−1)log2(
x

x−1)).

This is

b+(xlog2(x)−(x−1)log2(x−1)).
Heuristically, set

b=(xlog2(x)−(x−1)log2(x−1)).

blog(2)=(xlog(x)−(x−1)log(x−1))= log(y)+1,
for some y between x−1 and x. So,

y=exp(blog(2)−1)= 1
e
2b,

and so since x−1≤y≤x,
1

e
2b≤x≤ 1

e
2b+1.
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(a) OPT-1.3B
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(b) GPT-J-6B
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Figure 8: Throughput under different network configurations. ‘Infinity’ is when all communications are disabled, which is an
upper bound on the throughput.

Figure 9: Comparison with other communication-efficient schemes on WIKITEXT-103 dataset.

B. Throughput under Different Network Configurations
We simulate slower network conditions and utilize Linux traffic control to control the communication bandwidth between
instances. For the models OPT-1.3B and GPT-J-6B, we utilize 4 data parallel workers with 2 A100 GPUs each. For the
GPT-NeoX-20B model, we use 4 data parallel workers with 8 A100 GPUs each, for a total of 32 A100 GPUs.

Figure 8 presents the training throughput under different network configuration of OPT-1.3B, GPT-J-6B, and GPT-NeoX-20B.
COCKTAILSGD can hide the communication in the local computation, thus maintaining nearly constant training throughput if
the communication time is less than the computation time. Under a slower 500Mbps network, COCKTAILSGD introduces
22.0×, 19.7×, and 47.2× improvement of the training throughput for OPT-1.3B, GPT-J-6B, and GPT-NeoX-20B, respectively,
when comparing with ALLREDUCE. Under 1Gbps network, COCKTAILSGD also achieve substantial improvements, with
11.4×, 10.3×, and 30.2× improvement for the respective models. In fact, this throughput is almost the same as the throughput
of ALLREDUCE with “infinite bandwidth” (when all communications are disabled), with only 5-7% slower. This unlocks the
use of geographically distributed machines connected with slow networks to effectively train large-scale language models
while maintaining a reasonable hardware efficiency and convergence speed.

C. Comparison with Other Communication-Efficient Schemes
In this section, we present a comparative evaluation of several more communication-efficient schemes, including LocalSGD
(Stich, 2018), PowerSGD (Vogels et al., 2019), and algorithms that incorporate multiple compression methods, such as
Qsparse-local-SGD (Basu et al., 2019) and PQASGD (Jiang & Agrawal, 2018). To evaluate the performance of these
methods, we conducted experiments on the WIKITEXT-103 dataset and compared the achieved loss values under a comparable
compression ratio. As depicted in Figure 9, our results demonstrate that both ALLREDUCE and COCKTAILSGD exhibit
comparable convergence behavior, while LocalSGD, PowerSGD, Qsparse-local-SGD, and PQASGD show clear gaps in
convergence. The results of LocalSGD and PowerSGD suggest that it is challenging for a single technique to achieve an
aggressive compression ratio. On the other hand, the results of Qsparse-local-SGD and PQASGD show that it is crucial to take
into account communication overhead in both directions. Our findings suggest that COCKTAILSGD is a promising approach
for optimizing LLMs and other large-scale models.
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Figure 10: Fine-tuning ViT-huge on ImageNet-1k.

D. Training Image Models
We further carried out experiments by fine-tuning ViT-huge (Dosovitskiy et al.)2 on ImageNet-1k and observed comparable
convergence between ALLREDUCE and COCKTAILSGD. Figure 10 presents the result. Both approaches started with a
loss value of 6.91 and were able to reduce it to 0.683 and 0.685 for ALLREDUCE and COCKTAILSGD, respectively, after
processing 1.28 million images. We used the same compression configuration as in our current paper for this experiment.
Therefore, while this work mainly focused on LLMs, the proposed approach can also be applied to other types of models,
including large image models such as ViT.

2https://huggingface.co/google/vit-huge-patch14-224-in21k
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