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Abstract
This work considers the category distribution het-
erogeneity in federated learning (FL). This issue
is due to biased labeling preferences at multiple
clients and is a typical setting of data heterogene-
ity. To alleviate this issue, most previous works
consider either regularizing local models or fine-
tuning the global model, while they ignore the
adjustment of aggregation weights and simply as-
sign weights based on the dataset size. However,
based on our empirical observations and theoret-
ical analysis, we find that the dataset size is not
optimal and the discrepancy between local and
global category distributions could be a beneficial
and complementary indicator for determining ag-
gregation weights. We thus propose a novel FL
algorithm, Federated Learning with Discrepancy-
Aware Collaboration (FedDisco), whose aggre-
gation weights not only involve both the dataset
size and the discrepancy value, but also contribute
to a tighter theoretical upper bound of the opti-
mization error. FedDisco can promote utility and
modularity in a communication- and computation-
efficient way. Extensive experiments show that
our FedDisco outperforms several state-of-the-
art methods and can be easily incorporated with
many existing methods to further enhance the
performance. Our code will be available at
https://github.com/MediaBrain-SJTU/FedDisco.

1. Introduction
Federated learning (FL) is an emerging field that of-
fers a privacy-preserving collaborative machine learning
paradigm (Kairouz et al., 2019). Its main idea is to en-
able multiple clients to collaboratively train a shared global
model by sharing information about model parameters. FL
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Figure 1. To mitigate the negative impact of category distribution
heterogeneity, FedDisco considers discrepancy-aware aggregation
weights, which involves both dataset size and discrepancy between
local category distribution and uniform distribution. FedDisco is
still privacy preserving, communication and computation efficient.

algorithms have been widely applied to many real-world
scenarios, such as users’ next-word prediction (Hard et al.,
2018), recommendation systems (Ding et al., 2022), and
smart healthcare (Kaissis et al., 2020).

In spite of the promising trend, there are still multiple key
challenges that impede the further development of FL, in-
cluding data heterogeneity, communication cost and privacy
concerns (Kairouz et al., 2019). In this work, we focus on
one critical issue in data heterogeneity: category distribution
heterogeneity; that is, clients have drastically different cat-
egory distributions. For example, some clients have many
samples in category 1 but very few in category 2; while
other clients are opposite. This setting is common in prac-
tice, since clients collect local data privately and usually
tend to have biased labeling preferences. Due to this het-
erogeneity, different local models are optimized towards
different local objectives, causing divergent optimization
directions. It is thus difficult to aggregate these divergent lo-
cal models to obtain a robust global model. This unpleasant
phenomenon has been theoretically and empirically verified
in (Zhao et al., 2018; Li et al., 2019; Wang et al., 2021).

To mitigate the negative impact of category distribution
heterogeneity, there are mainly two approaches: i) local
model adjustment at the client side and ii) global model
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adjustment at the server side. Most previous works consider
the first approach. For example, FedProx (Li et al., 2020a)
and FedDyn (Acar et al., 2020) introduce regularization
terms; and MOON (Li et al., 2021) aligns intermediate
outputs of local and global models to reduce the variance
among optimized local models. Along the line of the second
approach, FedDF and FedFTG (Lin et al., 2020; Zhang et al.,
2022) introduce an additional fine-tuning step to refine the
global model. Despite all these diverse efforts, few works
consider optimizing the aggregation weight at the server
side1. In fact, most previous works simply aggregate the
local models according to the dataset size at each local client.
However, the dataset size does not reflect any categorical
information and thus cannot provide sufficient information
of a local client. It is still unclear whether the dataset size
based aggregation is the best aggregation strategy.

In this paper, we first answer the above open question by
empirically showing that, in many cases, aggregating local
models based on the local dataset size is consistently far
from optimal; meanwhile, incorporating the discrepancy
between local and global category distributions into the ag-
gregation weights could be beneficial. Intuitively, a lower
discrepancy value reflects that the private data at a local
client has a more similar category distribution with the hy-
pothetically aggregated global data, and the corresponding
client should contribute more to the global model than those
with higher discrepancy values. To understand the effect
of category distribution heterogeneity, we next provide a
theoretical analysis for federated averaging with arbitrary
aggregation weights, dataset sizes and local discrepancy
levels. By minimizing the reformulated upper bound of
the optimization error, we obtain an optimized aggregation
weights for clients, which depend on not only the local
dataset sizes but also the local discrepancy levels.

Inspired by the above empirical and theoretical observa-
tions, we propose a novel model aggregation method, fed-
erated learning with discrepancy-aware collaboration (Fed-
Disco), to alleviate the category distribution heterogeneity
issue. This new method leverages each client’s dataset size
and discrepancy in determining aggregation weight by as-
signing larger aggregation weights to those clients with
larger dataset sizes and smaller discrepancy values. As a
novel model aggregation scheme, FedDisco is still privacy-
preserving and can be easily incorporated with many FL
methods, such as FedProx (Li et al., 2020a) and MOON (Li
et al., 2021). Compared to the vanilla aggregation based on
local dataset size, FedDisco nearly introduces no additional
computation and communication costs.

To validate the effectiveness of our proposed FedDisco, we
conduct extensive experiments under diverse scenarios, such
as various heterogeneous settings, globally balanced and

1FedNova (Wang et al., 2020b) targets system heterogeneity.

imbalanced distributions, full and partial client participation,
and across four datasets. We observe that FedDisco can
significantly and consistently improve the performance over
existing FL algorithms.

The main contributions of this paper is listed as follows:

1. We empirically show that the dataset size is not optimal
to determine aggregation weights in FL and the discrep-
ancy between local and global category distributions
could be a beneficial complementary indicator;

2. We theoretically show that aggregation weight corre-
lated with both dataset size and discrepancy could con-
tribute to a tighter error bound;

3. We propose a novel aggregation method, called Fed-
Disco (federated learning with discrepancy-aware col-
laboration), whose aggregation weight follows from
the optimization of the theoretical error bound;

4. Extensive experiments show that FedDisco achieves
state-of-the-art performances under diverse scenarios.

2. Background of Federated Learning
Suppose there are total K clients, where the k-th client
holds a private dataset Bk = {(xi, yi)|i = 1, 2, ..., |Bk|}
and a local model w(t,r)

k , where xi and yi denote the i-
th input and label, t and r denote the round and iteration
indices of training. The local category distribution of k-
th client’s dataset is defined as Dk ∈ RC , where the c-th
element Dk,c = |{(xi,yi)|yi=c}|

|Bk| , c ∈ {1, 2, · · · , C} is the
data proportion of the c-th catregory. See detailed notation
descriptions in Table 8.

Mathematically, the global objective of federated learning is
minw F (w) =

∑K
k=1 nkFk(w), where nk = |Bk|∑K

i=1 Bi
and

Fk(w) are the dataset relative size and local objective of
client k, respectively. In the basic FL, FedAvg (McMahan
et al., 2017), each training round t proceeds as follows:

1. Sever broadcasts the global model w(t,0) to clients;

2. Each client k performs local model training using τ

SGD steps to obtain a trained model denoted by w
(t,τ)
k ;

3. Clients upload the local models to the server;

4. Server updates the global model based on the ag-
gregated local models: w(t+1,0) =

∑K
k=1 pkw

(t,τ)
k ,

where pk is the aggregation weight for the client k.

As mentioned in introduction, the category distribution het-
erogeneity issue could cause different local objectives in
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(a) Data distributions (b) Exploration 1: aggregation

(c) Exploration 2: dataset size (d) Exploration 2: discrepancy

Figure 2. Experiments for empirical observations. Exploration 1
shows that dataset size could be not optimal indicator for aggre-
gation weight. Exploration 2 shows that discrepancy could be a
beneficial complementary indicator.

local training. To address this, many previous works fo-
cus on adjustment on training w

(t,τ)
k , while neglects the

adjustment of aggregation weight pk. In fact, most previ-
ous works conduct model aggregation simply based on the
local dataset relative size; that is, pk = nk. However, we
notice that dataset-size-based weighted aggregation could
be not optimal in empirical investigation, which motivate
us to search for a better aggregation strategy. The empirical
observations are delivered in the next section.

3. Empirical Observations
This section presents a series of empirical observations,
which motivate us to consider a new form of aggregation
weight and propose our method. In the experiments, we di-
vide the CIFAR-10 (Krizhevsky et al., 2009) dataset into 10
clients, whose local category distributions are heterogeneous
and follow commonly used Dirichlet distribution (Wang
et al., 2020a); see Figure 2 (a). Based on this common
setting, we conduct the following experiments.

To explore the relationship between the aggregation weight
and the performance of aggregated global model, we con-
duct three independent trials, where each trial considers
federated training of two clients with similar dataset sizes.
In each trial, each client trains a model (denoted as A and
B) for 10 epochs and we aggregate these two models fol-
lowing: wagg = (1 − r)wA + rwB. Figure 2 (b) shows
three curves, which are the testing results of the aggregated

model wagg as a function of aggregation weight r in three
trials, respectively. Note that r = 0 reflects Model A, r = 1
reflects Model B, and r = 0.5 represents dataset-size-based
weighted aggregation. We observe that i) it is not optimal
to determine aggregation weights purely based on local
dataset size. The performances at r = 0.5 could be far
from the optimal performances (stars in the plot); and ii)
best performance is achieved when assigning a relatively
larger weight r to a better-performed local model. In
these trials, Model B outperforms Model A, and the best
performance is achieved when Model B has a larger weight
(r is around 0.7 ∼ 0.9). Similar phenomena can be seen
in ensemble learning (Jiménez, 1998; Shen & Kong, 2004),
which assigns larger weight to better model in ensemble.

To search for indicators that can reflect local model’s perfor-
mance and eventually appropriate aggregation weight, we
explore the effects of two informative properties of client in
category heterogeneity scenario: dataset size and discrep-
ancy between local and global category distribution. Here
we use ℓ2 distance to measure the discrepancy. We plot
all 10 clients in Figure 2 (c) & (d), where y-axis denote
the local model’s testing accuracy and x-axis in (c) and (d)
denotes client’s dataset relative size and discrepancy level,
respectively. We highlight four clients in a circle, which
have similar dataset sizes. Comparing these two plots, we
clearly see that the discrepancy level is a better indicator
to reflect the local model’s performance than the dataset
size. In plot (c), we see that these clients have similar dataset
sizes but largely different performances; while in plot (d),
the discrepancy level clearly reflects the performance dif-
ference among these four clients, that is, the client with a
smaller discrepancy performs better.

Based on these observations, we hypothesize that, in FL,
when a client has a smaller discrepancy value, it might have
a better-performed model and thus need a larger weight
in aggregation. Motivated by this, we propose to leverage
discrepancy in determining the aggregation weight of each
client, which is theoretically analyzed in the following.

4. Theoretical Analysis
In this section, we firstly obtain a convergence error bound
for FedAvg (McMahan et al., 2017), which highlights the
effect of aggregation weight pk, dataset size nk and discrep-
ancy level dk. Then, a concise analytical expression of the
optimized aggregation weight is derived by minimizing the
error bound, which indicates that aggregation weight should
depend on both dataset size and local discrepancy level.

Optimization error upper bound. Our analysis is based
on the following four standard assumptions in FL.

Assumption 4.1 (Smoothness). Function Fk(w) is
Lipschitz-smooth: ||∇Fk(x) − ∇Fk(y)|| ≤ L||x − y||
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for some L.

Assumption 4.2 (Bounded Scalar). The global objective
function F (w) is bounded below by Finf .

Assumption 4.3 (Unbiased Gradient and Bounded Vari-
ance). For each client, the stochastic gradient is unbi-
ased: Eξ[gk(w|ξ)] = ∇Fk(w), and has bounded variance:
Eξ[||gk(w|ξ)−∇Fk(w)||2] ≤ σ2.

Assumption 4.4 (Bounded Dissimilarity). For each loss
function Fk(w), there exists constant B > 0 such that
||∇Fk(w)||2 ≤ ||∇F (w)||2 +Bdk.

All assumptions are commonly used in federated learning
literature (Wang et al., 2020b; Li et al., 2020a; 2019; Reddi
et al., 2021). As no previous literature has considered dis-
crepancy in their theory, a new assumption is required to
include discrepancy. However, rather than introducing an ad-
ditional assumption, we slightly adjust standard dissimilarity
assumption (Wang et al., 2020b) and apply Assumption 4.4
to include the discrepancy level, this modification correlates
the gradient dissimilarity and distribution discrepancy, and
enables us to explore the relationships among aggregation
weight pk, dataset relative size nk and discrepancy dk.

We present the optimization error bound in Theorem 4.5.

Theorem 4.5 (Optimization bound of the global objective
function). Let F (w) =

∑K
k=1 nkFk(w) be the global ob-

jective. Under these Assumptions, if we set ηL ≤ 1
2τ , the

optimization error will be bounded as follows:

min
t

E||∇F (w(t,0))||2 ≤ 1

1− 3A−WD(1−A)︸ ︷︷ ︸
T0(

2(1−A)[F (w(0,0))− Finf ]

τηT︸ ︷︷ ︸
T1

+
(1−A)WDB

K

K∑
k=1

dk︸ ︷︷ ︸
T2

+ 2(1−A)Lησ2
K∑

k=1

p2k︸ ︷︷ ︸
T3

+2(τ − 1)σ2L2η2︸ ︷︷ ︸
T4

+2AB

K∑
k=1

pkdk︸ ︷︷ ︸
T5

)

where WD = 2
∑K

k=1(nk − pk)
2, A = 2τ(τ − 1)η2L2, η

is local learning rate, B is a constant in Assumption 4.4.

Proof. See details in Appendix C.2.

Generally, a tighter bound corresponds to a better optimiza-
tion result. Thus, we explore the effects of pk on upper
bound. In Theorem 4.5, there are four parts related to pk.
First, we see that larger difference between pk and nk con-
tributes to larger WD and thus smaller denominator in T0

and larger value in T2, which tends to loose the bound.
As for T5, by setting pk negatively correlated to dk, when
clients have different level of discrepancy, i.e. different dk,
T5 will be further reduced, which tends to tight the bound.

Therefore, there could be an optimal set of {pk|k ∈ [K]}
that contributes to the tightest bound, where an optimal pk
should be correlated to both nk and dk. This theoretically
show that dataset size could be not the optimal indicator and
that discrepancy level can be a reasonable complementary
indicator for determining aggregation weight.

Upper bound minimization. In the following, we de-
rive the analytical expression of aggregation weight (pk)
by minimizing the upper bound in Theorem 4.5. To mini-
mize this upper bound, directly solving the minimization
results in a complicated expression, which involves too
many unknown hyper-parameters in practice. To simplify
the expression, we convert the original objective from min-
imizing (T1 + T2 + T3 + T4 + T5)/T0 to minimizing
T1+T2+T3+T4+T5−λT0, where λ is a hyper-parameter.
The converted objective still promotes maximization of T0

and minimization of T1 + T2 + T3 + T4 + T5, and still con-
tributes to tighten the bound (T1 + T2 + T3 + T4 + T5)/T0

(also see analysis in Section 7.3). Then, our discrepancy-
aware aggregation weight is obtained through solving the
following optimization problem:

min
{pk}

2(1−A)[F (w(0,0))− Finf ]

τηT
+

(1−A)WDB

K

K∑
k=1

dk

+ 2(1−A)Lησ2
K∑

k=1

p2k + 2(τ − 1)σ2L2η2

+ 2AB

K∑
k=1

pkdk − λ (1− 3A−WD(1−A)) ,

s.t.
∑
k

pk = 1, pk ≥ 0, (1)

from which we derive the concise expression of an opti-
mized aggregation weight (see details of derivation in Ap-
pendix C.5):

pk ∝ nk − a · dk + b, (2)

where a, b are two constants. This suggests that for a tighter
upper bound, the aggregation weight pk should be correlated
with both dataset size nk and local discrepancy level dk.
This expression of Disco aggregation weight can mitigate
the limitation of standard dataset size weighted aggregation
by assigning larger aggregation weight to client with larger
dataset size and smaller discrepancy level.

5. FL with Discrepancy-Aware Collaboration
Motivated by these empirical and theoretical observations,
we propose federated learning with discrepancy-aware col-
laboration (FedDisco).
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Figure 3. The overview of federated learning with discrepancy-aware collaboration. The left shows the acquisition of clients’ discrepancy
by comparing global and local category distribution, which is only required at the first round. The right shows the federated learning
process with discrepancy-aware collaboration by adjusting each client’s aggregation weight based on dataset size and discrepancy level.

5.1. Framework

FedDisco involves four key steps: local model training, local
discrepancy computation, discrepancy-aware aggregation
weight determination and global model aggregation. Steps
1 and 4 follows from the standard federated learning; mean-
while, Steps 2 and 3 integrates the discrepancy between local
and global category distributions into aggregation weights.
The overview is shown on the right of Figure 3. We also
provide an algorithm flow in Algorithm 1.

Local model training. Each client k performs τ steps
of local training based on dataset Bk and initial model
w(t,0) to obtain the trained model, denoted as w

(t,τ)
k =

LocalTrain(Bk,w(t,0)).

Local discrepancy computation. Each client needs to com-
pute the discrepancy between its local category distribution
and the hypothetically aggregated global category distribu-
tion. Here we consider that the global category distribution
is uniform, since it naturally promotes the fairness across
all categories and the generalization capability of the global
model. Moreover, each local client can compute its discrep-
ancy without additional data sharing, preventing information
leakage of category distribution. Concretely, Dk and T de-
note local and global category distribution. Thus, we set all
elements Tc = 1/C to treat all categories equally. Given
the global distribution T, each client k can calculate its
local discrepancy level dk ∈ R by evaluating the difference
between these two distributions: dk = e(Dk,T), where
e(·) is a pre-defined metric function (e.g. L2 difference or
KL-Divergence). Applying L2 difference corresponds to

dk =
√∑C

c=1(Dk,c −Tc)2. Finally, the server collects
clients’ discrepancy levels, see the left of Figure 3. Note
that though we are more interested in uniform target distri-
bution for the sake of category-level fairness, our method

is also applicable to scenarios where target distribution is
imbalanced; see experiments in Table 5.

Discrepancy-aware aggregation weight determination.
Motivated by the previous empirical and theoretical observa-
tions, we propose to determine more distinguishing aggrega-
tion weights for each client k by leveraging dataset relative
size nk and local discrepancy level dk (derived from (2)):

pk =
ReLU(nk − a · dk + b)∑K

m=1 ReLU(nm − a · dm + b)
, (3)

where ReLU(·) is the relu function to take care of negative
values (Fukushima, 1975), a is a hyper-parameter to bal-
ance nk and dk, b is another hyper-parameter to adjust the
weight. This Disco aggregation can determine more distin-
guishing aggregation weights for clients by assigning larger
weight for clients with larger dataset sizes and smaller local
discrepancy levels.

Global model aggregation. The server conducts model
aggregation based on the above discrepancy-aware aggrega-
tion weights. The global model is w(t+1) =

∑K
k=1 pkw

(t)
k ,

where w
(t)
k is the kth local model.

5.2. Discussions

Privacy. Our proposed FedDisco does not leak client’s exact
distribution (Figure 3) since the discrepancy is calculated
at the client side. The server collects discrepancy level of
clients, from which the exact category distribution can not
be inversely inferred. This indicates that this process is more
privacy-preserving compared with several existing works,
such as FedFTG and CCVR (Zhang et al., 2022; Luo et al.,
2021), which transmitting exact category distribution.

Communication & computation efficiency. Discrepancy
communication is only required at the first communication
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round. Besides, the discrepancy is only a numerical value,
which is negligible compared with the model communica-
tion. The discrepancy calculation is only a simple operation
between two vectors, which is negligible compared with
model training. Moreover, FedDisco requires much less
computation overhead and no computation burden to the
server; while previous methods, such as FedDF (Lin et al.,
2020) and FedFTG (Zhang et al., 2022), require additional
model fine-tuning by simultaneously running K local mod-
els at the server side for every communication round.

Modularity. The modularity of FedDisco indicates its broad
range of application. Typically, federated learning involves
four steps: (1) global model downloading, (2) local updating,
(3) local model uploading and (4) model aggregation. Our
FedDisco focuses on step 4, which suggests that it can be
easily combined with existing works conducting correction
in step 2 and compression in step 1 and 3. Beyond this,
it could also be incorporated with methods in step 4 by
adjusting aggregation weight to be negatively correlated
with discrepancy, such as conducting Disco re-weighting
before normalization in FedNova (Wang et al., 2020b).

6. Related Works
Federated learning (FL) has been an emerging topic (McMa-
han et al., 2017; Hao et al., 2020). However, data distri-
bution heterogeneity may significantly degrades FL’s per-
formance (Zhao et al., 2018; Kairouz et al., 2019; Li et al.,
2019). Works that focus on this can be mainly divided into
two directions: local and global model adjustment.

6.1. Local Model Adjustment

Methods in this direction conduct the adjustment on local
model training at the client side, aiming at producing local
models with smaller difference (Li et al., 2020a; Karim-
ireddy et al., 2020). FedProx (Li et al., 2020a) regular-
izes the ℓ2-distance between local and global model. Fed-
Dyn (Acar et al., 2020) proposes a dynamic regularizer to
align the local and global solutions. SCAFFOLD (Karim-
ireddy et al., 2020) and FedDC (Gao et al., 2022) introduce
control variates to correct each client’s gradient but require
double communication cost. MOON (Li et al., 2021) aligns
the features of local and global model; FedFM (Ye et al.,
2022) aligns category-wise feature space across clients, con-
tributing to more consistent feature spaces.

All of these methods simply assign aggregation weight
based on local dataset size, which is not sufficient to dis-
tinguish each client’s contribution. While our proposed
FedDisco leverages both dataset size and discrepancy be-
tween local and global category distributions to determine
more distinguishing aggregation weights, which has strong
ability of plug-and-play that can be easily incorporated with

these methods to further enhance the overall performance.

6.2. Global Model Adjustment

Methods in this direction conducts the adjustment on global
model at the server side, aiming at produce a global model
with better performance (Lin et al., 2020; Reddi et al., 2021;
Li et al., 2023; Zhang et al., 2023; Fan et al., 2022). Fed-
Nova (Wang et al., 2020b) conducts re-weighting to tar-
get system heterogeneity while we conduct re-weighting
based on local discrepancy level to target data heterogene-
ity. CCVR (Luo et al., 2021) conducts post-calibration,
FedAvgM (Hsu et al., 2019) and FedOPT (Reddi et al.,
2021) introduce global model momentum to stabilize FL
training; while these methods are orthogonal to FedDisco
and can be easily combined. FedDF (Lin et al., 2020) and
FedFTG (Zhang et al., 2022) introduce an additional fine-
tuning step to refine the global model; FedGen (Zhu et al.,
2021) learns a feature generator for assisting local training.
However, these methods require great computation capa-
bility of the server with much more computation cost (e.g.
FedFTG (Zhang et al., 2022) requires twice computation
cost compared with FedAvg (McMahan et al., 2017)). As a
contrast, our FedDisco brings no computation burden to the
server and works with negligible computation overhead.

7. Experiments
We show key experimental setups and results in this section.
More details and results are in Appendix B.

7.1. Experimental Setup

Datasets. We consider five image classification datasets
to cover medical, natural and artificial scenarios, including
HAM10000 (Tschandl et al., 2018), CIFAR-10 & CIFAR-
100 (Krizhevsky et al., 2009), CINIC-10 (Darlow et al.,
2018) and Fashion-MNIST (Xiao et al., 2017); and AG
News (Zhang et al., 2015), a text classification dataset.

Federated scenarios. We consider two data distribution
heterogeneous settings, termed NIID-1 and NIID-2. NIID-1
follows Dirichlet distribution (Wang et al., 2020a; Li et al.,
2021) Dirβ , where β (default 0.5) is an argument correlated
with heterogeneity level. We consider 10 clients for NIID-1.
NIID-2 is a more heterogeneous setting consists of 5 biased
clients (each has data from C/5 categories (McMahan et al.,
2017; Li et al., 2020a)) and 1 unbiased client (has all C
categories), where C is the total category number.

Implementation details. The number of local epochs and
batch size are 10 and 64, respectively. We run federated
learning for 100 rounds. We use ResNet18 (He et al., 2016)
for HAM10000, a simple CNN network for other image
datasets and TextCNN (Zhang & Wallace, 2015) for AG
News. We use SGD optimizer with a 0.01 learning rate.
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Table 1. Accuracy comparisons (mean ± std on 5 trials, %) on several heterogeneous settings and datasets. Experiments show that
FedDisco consistently outperforms these state-of-the-art methods.

METHOD
HAM10000 CIFAR-10 CINIC-10 FASHION-MNIST

NIID-1 NIID-1 NIID-2 NIID-1 NIID-2 NIID-1 NIID-2

FEDAVG 42.54±0.59 68.47±0.20 65.60±0.16 54.24±0.18 50.35±0.43 89.26±0.09 86.46±0.03
FEDAVGM 42.54±0.45 68.59±0.32 66.01±0.25 54.00±0.44 50.23±0.64 89.31±0.08 87.06±0.11
FEDPROX 44.76±1.35 69.33±0.49 65.61±0.31 56.38±0.35 50.30±0.44 89.28±0.12 87.24±0.21

SCAFFOLD 55.08±0.23 71.09±0.24 66.93±0.17 57.47±0.35 53.50±0.43 89.65±0.07 86.87±0.24
FEDDYN 54.44±0.98 70.14±0.31 68.49±0.62 56.41±0.41 52.69±0.52 89.12±0.13 86.38±0.43

FEDNOVA 44.92±0.59 68.57±0.19 65.61±0.39 54.27±0.20 50.37±0.73 89.05±0.08 86.47±0.20
MOON 45.87±0.90 67.42±0.14 66.25±0.35 52.08±0.20 50.42±0.56 89.29±0.04 86.44±0.04
FEDDC 54.48±0.77 70.93±0.15 67.89±0.44 57.26±0.26 52.43±0.60 89.19±0.02 86.57±0.06

FEDDISCO 59.05±0.67 72.05±0.24 69.85±0.18 58.07±0.15 53.84±0.08 89.74±0.07 87.85±0.20

Table 2. Modularity. Each entry shows accuracy of baseline with Disco (accuracy difference compared with baseline without Disco in
Table 1). Experiments show consistent improvements across settings, indicating the modularity of FedDisco.

+ DISCO
HAM10000 CIFAR-10 CINIC-10 FASHION-MNIST

NIID-1 NIID-1 NIID-2 NIID-1 NIID-2 NIID-1 NIID-2

FEDAVG 50.95 (+8.41) 70.05 (+1.58) 68.30 (+2.70) 54.81 (+0.57) 52.46 (+2.11) 89.56 (+0.30) 87.56 (+1.10)
FEDAVGM 50.00 (+7.46) 70.07 (+1.48) 67.73 (+1.72) 54.69 (+0.69) 51.91 (+1.68) 89.36 (+0.05) 87.46 (+0.40)
FEDPROX 50.48 (+5.72) 70.68 (+1.35) 68.33 (+2.72) 56.93 (+0.55) 52.62 (+2.32) 89.58 (+0.27) 87.72 (+0.48)

SCAFFOLD 57.62 (+2.54) 71.70 (+0.61) 69.10 (+2.17) 58.05 (+0.58) 53.82 (+0.32) 89.74 (+0.09) 87.85 (+0.98)
FEDDYN 59.05 (+4.61) 72.05 (+1.91) 69.85 (+1.36) 58.07 (+1.66) 53.84 (+1.15) 89.31 (+0.19) 87.18 (+0.80)

FEDNOVA 51.43 (+6.51) 70.04 (+1.47) 67.83 (+2.22) 55.04 (+0.77) 52.23 (+1.86) 89.28 (+0.23) 87.52 (+1.05)
MOON 52.86 (+6.99) 68.79 (+1.37) 68.35 (+2.10) 53.26 (+1.18) 51.97 (+1.55) 89.50 (+0.21) 87.59 (+1.15)
FEDDC 58.25 (+3.77) 71.96 (+1.03) 68.94 (+1.05) 57.70 (+0.44) 53.25 (+0.82) 89.51 (+0.32) 87.11 (+0.54)

We evaluate the accuracy on the global testing set. We use
KL-Divergence to measure the discrepancy.

Baselines. We compare FedDisco with eight representative
baselines. Among these, 1) FedAvg (McMahan et al., 2017)
is the pioneering FL method; 2) FedProx (Li et al., 2020a),
SCAFFOLD (Karimireddy et al., 2020), FedDyn (Acar et al.,
2020), MOON (Li et al., 2021), and FedDC (Gao et al.,
2022) focus on local model adjustment; 3) FedAvgM (Hsu
et al., 2019) and FedNova (Wang et al., 2020b) focus on
global model adjustment. The tuned hyper-parameters are
shown in Appendix B.1.5.

7.2. Main Results

On four standard datasets and two types of heterogeneity,
we compare FedDisco with state-of-the-art algorithms, show
the modularity of FedDisco, and explore FedDisco’s broader
scope of applications.

Performance: state-of-the-art accuracy. We compare
the accuracy of several state-of-the-art methods and our
proposed FedDisco on multiple heterogeneous settings and
datasets in Table 1. Note that HAM10000 is an imbalanced
dataset and thus is not applicable for NIID-2. The local
training protocol used in FedDisco is FedDyn except SCAF-
FOLD for Fashion-MNIST. Experiments show that i) our
proposed FedDisco consistently outperforms others across

different settings, indicating the effectiveness of our pro-
posed method; ii) FedDisco achieves significantly better on
NIID-1 setting of HAM10000 (β = 5), which is a more
difficult task for its severe heterogeneity and imbalance.

Modularity: improvements over baselines. One key ad-
vantage of our proposed FedDisco is its modularity, that
is, it can be a plug-and-play module in many existing FL
methods to further improve their performance. Following
the experiments in Table 1, we report the accuracy of base-
lines combined with our Disco module and the accuracy
difference (in parentheses) compared with baselines without
Disco in Table 2 (see CIFAR-100 in Table 11). Experi-
ments show that i) Disco consistently enhances the perfor-
mance of state-of-the-art methods under different datasets
and heterogeneity types; ii) for the most difficult task (i.e.,
HAM10000), FedDisco brings the largest performance im-
provement. Specifically, it achieves 19.8% relative accuracy
improvement over FedAvg (McMahan et al., 2017).

Applicability to partial client participation scenarios.
Partial client participation is a common scenario in cross-
device FL applications where only a subset of clients are
available in a specific FL round. To verify that our proposed
FedDisco is applicable to this scenario, we sample 10 out of
60 clients for each round under NIID-2 on CIFAR-10, which
consists of 50 biased clients and 10 unbiased clients. We re-
port the averaged accuracy of last 10 rounds and the number
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(a) MOON, NIID-1, CIFAR-10 (b) FedAvg, NIID-1, CIFAR-10 (c) FedAvg, NIID-2, CIFAR-10 (d) FedAvg, NIID-2, CINIC10

Figure 4. Ease of hyper-parameters tuning. Experiments show that our Disco works for a wide range of hyper-parameters.

Table 3. Performance under partial client participation scenario
without (w.o.) and with our proposed Disco module. FedDisco not
only brings accuracy improvement, but also speeds up training.

METHOD
ACC (%) ROUNDS → 55%

W.O. WITH DISCO W.O. WITH DISCO

FEDAVG 54.27 61.59 (↑ 7.32) 58 20 (↓ 65.52%)
FEDAVGM 57.75 60.65 (↑ 2.90) 36 20 (↓ 44.44%)
FEDPROX 55.50 60.19 (↑ 4.69) 44 20 (↓ 54.55%)

SCAFFOLD 60.43 64.10 (↑ 3.67) 34 20 (↓ 41.18%)
FEDDYN 59.44 62.53 (↑ 3.09) 33 27 (↓ 18.18%)

FEDNOVA 54.11 58.13 (↑ 4.02) 61 24 (↓ 60.66%)
MOON 54.30 58.79 (↑ 4.49) 56 24 (↓ 57.14%)
FEDDC 61.18 62.90 (↑ 1.72) 27 20 (↓ 25.93%)

Table 4. Results on text classification dataset AG News (Zhang
et al., 2015) under full and partial participation. FedDisco consis-
tently brings accuracy improvement over baselines.

DISCO? FULL PARTIAL
FEDAVG FEDPROX FEDAVG FEDPROX

× 82.03 79.89 50.88 58.22√
84.09 80.81 57.71 62.86

of rounds to reach target accuracy (55%) in Table 3. We see
that Disco module significantly i) brings performance gain
to baselines (up to 7.32%); ii) reduces the communication
cost to reach a target accuracy (up to 65.52%). These results
indicate that FedDisco not only improves the accuracy but
also speeds up the training process under this scenario.

Applicability to text-modality scenarios. To verify that our
proposed FedDisco can also be applied to text-modality, we
explore on a text classification dataset, AG News (Tschandl
et al., 2018) under full and partial participation scenarios.
Results in Table 4 show that Disco still consistently im-
proves the baselines on text modality and brings significant
performance gain under partial client participation scenario.

Applicability to globally imbalanced scenarios. Here, we
verify that FedDisco is also capable of globally imbalanced
category distribution scenario, that is the hypothetically
aggregated global data is imbalanced. We firstly allocate
CIFAR-10 to each category c following an exponential distri-

bution (Cui et al., 2019): nc = n1ρ
− c−1

C−1 , where ρ denotes
the imbalance ratio and C = 10 is the total category number,
n1 = 5000. The dataset is then distributed to 10 clients as
NIID-1. Note that ρ = 1 denotes globally balanced, ρ = 20
is the most imbalanced, where category 1 has 5000 samples
while category 10 only has 250 samples. We consider two
scenarios 1) the global category distribution is non-uniform
while the distribution of test dataset is uniform; 2) the global
category distribution and the distribution of test dataset are
similar, and both non-uniform.

1) We conduct experiments on two typical baselines, FedAvg
and FedDyn in Figure 5(a). Experiments show that our Fed-
Disco consistently improves the baseline regardless of the
globally imbalance level; see more results in Appendix B.2.

2) We conduct experiments under two scenarios (ρ = 10
and ρ = 50) and report the results in Table 5. Experiments
show that FedDisco still performs the best when both global
and test category distribution are non-uniform; see how to
obtain global category distribution in a privacy-preserving
way in Appendix A.3.

7.3. Numerical Simulation of Reformulation

In Section 4, we minimize the reformulated the upper bound
in Theorem 4.5 for obtaining a concise expression, which
benefits the practical utility as the tuning efforts are miti-
gated. Here, we conduct numerical simulation to examine
the optimization process of the original form of upper bound
in Theorem 4.5 and the reformulated form in Equation (1).
We run 400 steps of gradient descent on {pk} by minimiz-
ing the reformulated form, and record the resulting values
of both reformulated and original form in Table 6. Results
show that minimizing the reformulated form benefit mini-
mizing the original form, verifying the rationality of such
reformulation during derivation.

7.4. Ablation Study

Ease of hyper-parameter tuning. We tune a and b in (3)
under four settings to illustrate the ease of hyper-parameter
tuning for our proposed FedDisco. For more comprehen-
sive understanding, we consider multiple scenarios, includ-

8
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Table 5. Performance on scenario where global category distribution and test distribution are similar but both non-uniform. Experiments
show that FedDisco is also applicable to scenarios where the global and test distributions are non-uniform.

METHOD FEDAVG FEDAVGM FEDPROX SCAFFOLD FEDDYN FEDNOVA MOON FEDDC FEDDISCO

ρ = 10 69.78 69.25 69.27 71.48 69.29 68.44 68.29 70.00 71.77
ρ = 50 74.03 73.77 74.13 74.03 74.78 74.53 74.03 74.53 76.06

(a) Globally Imbalance Level (b) Client Number (c) Heterogeneity Level (d) Number of Local Epoch

Figure 5. Effects of four key FL arguments. Experiments show our Disco consistently brings performance improvement.

Table 6. Numerical simulation. Minimizing the reformulated form
promotes minimizing the original form.

STEP 0 100 200 300 400

REFORMULATED 0.0684 0.0670 0.0663 0.0660 0.0658
ORIGINAL 0.0524 0.0513 0.0507 0.0504 0.0502

Table 7. Effects of discrepancy metric. FedDisco is robust to vari-
ous choices of discrepancy metrics.

METRIC L1 L2 COSINE KL-DIVERGENCE

ACC 69.43 69.99 69.90 70.05

ing different baseline methods (FedAvg (McMahan et al.,
2017) and MOON (Li et al., 2021)), heterogeneity types
(NIID-1 and NIID-2) and datasets (CIFAR-10 and CINIC-
10). We plot the accuracy difference brought by Disco for
each group of hyper-parameters in Figure 4. By comparing
three pairs: (a)&(b), (b)&(c) and (c)&(d), we see that i)
for a wide range (a ∈ [0.2, 0.7], b ∈ [0.05, 0.4]), our Disco
brings performance improvement for most cases regardless
of the baseline method, heterogeneity type and dataset; ii)
generally, a = 0.4 ∼ 0.6, b = 0.1 is a safe choice, which
leads to stable and great performance.

Effects of client number, heterogeneity level and lo-
cal epoch. We tune three key arguments in FL, includ-
ing client number (K ∈ {10, 30, 50}), heterogeneity level
(smaller value corresponds to more severe heterogeneity,
β ∈ {0.1, 0.3, 0.5}) and number of local epoch E ∈
{2, 10, 20}, and show the accuracy improvement brought
by Disco in Figure 5(b), 5(c), and 5(d), respectively. Ex-
periments show that our proposed Disco consistently brings
performance improvement across different FL arguments.

Effects of different discrepancy metrics. Unless specified,
we use the KL-Divergence throughout the paper. Though,
Table 7 compares four discrepancy metrics under NIID-1
on CIFAR-10, including L1&L2 norm, cosine similarity
and KL-Divergence. Experiments show that FedDisco with
these metrics achieve similar performance, indicating its
robustness to different discrepancy metrics.

8. Conclusions
This paper focuses on data heterogeneity issue in FL.
Through empirical and theoretical explorations, we find that
conventional dataset-size-based aggregation manner could
be far from optimal. Addressing these, we introduce a dis-
crepancy value as a complementary indicator and propose
FedDisco, a novel FL algorithm that assigns larger aggre-
gation weight to client with larger dataset size and smaller
discrepancy. FedDisco introduces negligible computation
and communication cost, and can be easily incorporated
with many methods. Experiments show that FedDisco con-
sistently achieves state-of-the-art performances.

Though this work mainly explores category-level hetero-
geneity, we may extend the idea of discrepancy-aware col-
laboration to other types of heterogeneity, such as feature-
level heterogeneity for classification task and mask-level
heterogeneity for segmentation task.
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Table 8. Notation descriptions.

Notation Description

K The total client number in FL system
τ The number of SGD steps during local model training for each round
Bk Local private dataset of client k
w

(t,r)
k Local model of client k at round t and iteration r

w(t,0) Global model at round t
Dk Local category distribution of client k
Dk,c The c-th element of Dk

T Global category distribution
nk The relative dataset size of client k
pk The aggregation weight of client k
dk The discrepancy value of client k
Fk(w) Local objective of client k
F (w) Global objective of FL

Algorithm 1 FedDisco: Federated Learning with Discrepancy-Aware Collaboration

Initialization: Global model w(0,0)

for k = 0 to K − 1 do
Client sends discrepancy value dk to server

end for
Server computes the aggregation weight pk according to Equation (3)

for t = 0 to T − 1 do
Server sends global model w(t,0) to each client
for k = 0 to K − 1 do
w

(t,τ)
k ← local model training for τ steps of SGD

Client sends local model w(t,τ)
k to server

end for
Server aggregates local models w(t+1,0) =

∑K
k=1 pkw

(t,τ)
k

end for

A. Methodology
A.1. Complementary Description

Notation table. For convenience, we provide a detailed notation descriptions in Table 8.

Algorithm table. We provide the overall algorithm in Algorithm 1.

A.2. Discussions

Connection with multi-task learning method, Nash-MTL (Navon et al., 2022). Nash-MTL focuses on aggregation
weights of multiple tasks and we focus on aggregation weights of multiple clients. We will cite this paper in the revision.
However, there are two major differences between Nash-MTL and our work. 1) Nash-MTL focuses on multi-task learning in
a centralized manner while we focus on federated learning in a distributed manner. 2) The aggregation weights in Nash-MTL
is learned through minimizing a pre-defined problem to search for Nash bargaining solution, which focuses on pair-wise
gradient relationships among multiple tasks. In comparison, our aggregation weights is directly computed based on dataset
size and discrepancy level, whose design is guided by our empirical and theoretical observation.

A.3. Obtaining Global Category Distribution in A Privacy-Preserving Manner

In Section 5, we regard the target distribution T as uniform since we want to emphasize category-level fairness. However,
our method is also applicable in scenarios where the global category distribution and test distribution are both non-uniform;
see results in Table 5. Here, we show that we can obtain the global category distribution in a privacy-preserving way.
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Specifically, we can send each client’s category distribution Dk (a vector) to the server using Secure Aggregation (Bonawitz
et al., 2017) technique such that the server knows the actual global category distribution without knowing each client’s actual
category distribution. Then, this actual category distribution can be sent to each client and the discrepancy can be calculated
(this process is efficient as it only requires once). As a simple example for the secure aggregation process, the distribution
vectors of Client 1, 2 are D1 and D2. Client 1 adds an arbitrary noise vector a to D1 to obtain D1 + a; while Client 2
substitutes a from D2 to obtain D2 − a. These two transformed vectors are then sent to the server, where the server knows
the sum of global category distribution without knowing the exact distribution of each client: D1 +a+D2−a = D1 +D2.

B. Experiments
B.1. Implementation details

B.1.1. ENVIRONMENTS

We run all methods by using Pytorch framework (Paszke et al., 2019) on a single NVIDIA GTX 3090 GPU. The memory
occupation ranges from 2065MB to 4413MB for diverse datasets and methods.

B.1.2. DATASETS

We use five image classification datasets, which cover medical, natural and artificial images. For medical image classification
dataset, we consider HAM10000 (Codella et al., 2019; Tschandl et al., 2018), a 7 category classification task for pigmented
skin lesions. For natual image classification dataset, we consider CIFAR-10, CIFAR-100 and CINIC-10 (Krizhevsky
et al., 2009; Darlow et al., 2018), all of which are classification tasks for natural objects with 10, 100 and 10 categories,
respectively. For artificial image classification dataset, we consider Fashion-MNIST (Xiao et al., 2017), a 10 category
classification task for clothing. All these four public datasets can be downloaded online. Note that for HAM10000, we hold
out a uniform testing set by allocating 30 samples for each category. We use one text classification dataset, AG News (Zhang
et al., 2015), which is a 4 classification task.

B.1.3. HETEROGENEITY LEVEL

Here, we illustrate the data distribution over categories and clients under NIID-1 setting of four datasets. As mentioned in
the main paper, NIID-1 denotes the setting of Dirichlet distribution Dirβ . We set β = 0.5 for all datasets except HAM10000
and CIFAR-100. For HAM10000, all methods fail at NIID-1 scenario when β is too small since HAM10000 is an severely
imbalanced dataset. Thus, we choose a moderated β = 5.0. We also choose β = 5.0 for CIFAR-100. We plot the NIID-1
data distribution over categories and clients on four datasets in Figure (6). Note that HAM10000 is globally imbalanced and
it has the largest number of samples in class 0. For AG News, we partition the dataset to 5 and 50 clients for full and partial
participation scenarios, where 80% biased clients have data samples from 2 categories and the other 20% uniform clients
have data samples from 4 categories.

(a) CIFAR-10 (b) CINIC-10 (c) Fashion-MNIST (d) HAM10000

Figure 6. Data distribution over categories and clients under NIID-1 setting.

B.1.4. MODELS

For the CIFAR-10, CINIC-10 and Fashion-MNIST datasets, we use a simple CNN network as (Li et al., 2021; Luo et al.,
2021). The network is sequentially consists of: 5× 5 convolution layer, max-pooling layer, 5× 5 convolution layer, three
fully-connected layer with hidden size of 120, 84 and 10 respectively. For the HAM10000 and CIFAR-100 dataset, we use
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Table 9. Classification accuracy (%) comparisons under globally imbalanced dataset scenario (ρ = 10). We highlight the best performance
and second-best performance. SCAFFOLD and FedDyn performs the best while SCAFFOLD requires twice communication costs.
Experiments show our proposed FedDisco consistently improves the performances of baselines, indicating FedDisco’s applicability to this
scenario.

METHOD FEDAVG FEDAVGM FEDPROX SCAFFOLD FEDDYN FEDNOVA MOON FEDDC

WITHOUT DISCO 57.86 57.53 57.78 63.78 63.24 59.64 57.74 61.74
WITH DISCO 60.45 60.05 60.33 65.13 64.33 60.77 59.46 63.13

ResNet18 (He et al., 2016) in Pytorch library. We replace the first 7× 7 convolution layer with a 3× 3 convolution layer and
eliminate the first pooling layer. We also replace the batch normalization layer with group normalization layer as (Acar et al.,
2020). For AG News (Zhang et al., 2015), we use TextCNN model (Zhang & Wallace, 2015) with a 32 hidden dimension.

B.1.5. HYPER-PARAMETERS

For all methods, we tune the hyper-parameter in a reasonable range and report the highest accuracy in the paper. For
FedProx (Li et al., 2020a), we tune the hyper-parameter µ from {0.001, 0.01, 0.1, 1.0}. For FedAvgM (Hsu et al., 2019),
we tune the hyper-parameter β from {0.3, 0.5, 0.7, 0.9}. For FedDyn (Acar et al., 2020), we tune the hyper-parameter α
from {0.001, 0.01, 0.1, 1.0}. For MOON (Li et al., 2021), we tune the hyper-parameter µ from {0.01, 0.1, 0.5, 1.0, 5.0}.
For FedDC (Gao et al., 2022), we tune the hyper-parameter α from {0.001, 0.01, 0.1, 1.0}.

The tuned best hyper-parameter for these methods are: µ = 0.01 in FedProx (Li et al., 2020a), β = 0.5 in FedAvgM (Hsu
et al., 2019), α = 0.01 in FedDyn (Acar et al., 2020), µ = 0.1 in MOON (Li et al., 2021), α = 0.01 in FedDC (Gao et al.,
2022).

B.2. Globally Imbalanced Scenario: Accuracy and Fairness

We show that our proposed FedDisco is also capable of globally imbalanced category distribution scenario, that is the
hypothetically aggregated global data is imbalanced. In the main paper, we show the performance of FedAvg (McMahan
et al., 2017) and FedDyn (Acar et al., 2020) with and without Disco for different globally imbalance level (ρ = 1, 2, 5, 10, 20)
in Figure 5 (a).

We firstly visualize the hypothetically aggregated global data distribution in Figure 7, where x-axis denotes the category and
y-axis denotes the number of data samples of the corresponding category. We plot the data distribution over categories for
different globally imbalance levels (ρ). ρ = 1 denotes balanced situation and ρ = 20 denotes the most severe imbalanced
situation. Our experiments in the Figure 5 (a) of the main paper show that our FedDisco works for all these globally
imbalance levels.

(a) Balanced: ρ = 1 (b) Imbalanced: ρ = 2 (c) Imbalanced: ρ = 5 (d) Imbalanced: ρ = 10 (e) Imbalanced: ρ = 20

Figure 7. Hypothetically aggregated global data distribution over categories for different globally imbalance level (ρ). The globally
imbalance level increases from the left to the right, where ρ = 1 denotes balanced situation and ρ = 20 denotes the most severe
imbalanced situation.

Next, we provide the performance of more baselines when ρ = 10 in Table 9. Experiments show that our proposed FedDisco
consistently improves over baselines under this globally imbalanced scenario, indicating its applicability to this scenario.

We also explore the performance of global model on each individual category in detail in Figure 8. Here, we use
FedAvg (McMahan et al., 2017) as an example. Following (Zhang et al., 2021), we define and evaluate on three subsets:
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Table 10. Performance under partial client participation scenario. Mean ± std is evaluated over last 10 rounds. Rounds: rounds to reach
target accuracy (55%). Higher mean, lower std and smaller rounds represent better performance. We highlight the difference of mean
accuracy brought by Disco in parentheses. We also highlight the reduced number of rounds together with the proportion of reduction
brought by Disco in parentheses. Methods with Disco achieve higher accuracy, more stable performance and faster training. Specifically,
FedAvg with Disco achieves 7.32% accuracy improvement and requires 38 less rounds to achieve the target accuracy, which saves
65.52% training time and communication cost.

METHOD
MEAN ± STD (%) ROUNDS

WITHOUT DISCO WITH DISCO WITHOUT DISCO WITH DISCO

FEDAVG 54.27 ±3.44 61.59 ±1.84 (↑ 7.32) 58 20 (↓ 38, ↓ 65.52%)
FEDAVGM 57.75 ±1.92 60.65 ±1.32 (↑ 2.90) 36 20 (↓ 16, ↓ 44.44%)
FEDPROX 55.50 ±3.02 60.19 ±2.47 (↑ 4.69) 44 20 (↓ 24, ↓ 54.55%)

SCAFFOLD 60.43 ±1.96 64.10 ±0.76 (↑ 3.67) 34 20 (↓ 14, ↓ 41.18%)
FEDDYN 59.44 ±2.59 62.53 ±2.34 (↑ 3.09) 33 27 (↓ 06, ↓ 18.18%)

FEDNOVA 54.11 ±3.83 58.13 ±2.72 (↑ 4.02) 61 24 (↓ 37, ↓ 60.66%)
MOON 54.30 ±3.97 58.79 ±3.07 (↑ 4.49) 56 24 (↓ 32, ↓ 57.14%)

Head (category 1 - 4), Middle (category 5 - 7) and Tail (category 8 - 10). Additionally, we report the averaged accuracy
over all categories and standard deviation across categories. We see that i) FedDisco achieves comparable performance
(difference within 0.75%) on Head and Middle classes and significantly higher performance (nearly 8% improvement)
on Tail classes. This suggests that FedAvg is severally biased to Head classes while FedDisco can mitigate this bias. ii)
FedDisco achieves higher averaged accuracy with smaller standard deviation, which means FedDisco can simultaneous
enhance overall performance and promote fairness across categories.

Figure 8. Accuracy comparison of each category on CIFAR-10. FedDisco significantly enhance the performance of Tail classes without
severely affecting the Head classes. FedDisco simultaneously enhance overall performance (Higher Avg) and fairness (Lower Std) over
FedAvg.

B.3. Partial Client Participation Scenario: Accuracy, Stability and Training Speed

In practice, clients may participate only when they are in reliable power and Wi-Fi condition, indicating that only a subset of
clients participate in each round (partial client participation). We conduct experiments on CIFAR-10 (Krizhevsky et al.,
2009) where there are 40 biased clients and 10 unbiased clients. In each round, we randomly sample 10 clients to participate.

We show results from two aspects in Table 10, including the mean and standard deviation (std) of accuracy of last 10 rounds
and rounds required to reach target accuracy (55%). Experiments show that methods with our Disco achieve i) consistently
higher mean and smaller std of accuracy, indicating better and more stable performance over rounds, ii) fewer rounds to
achieve target accuracy, indicating faster training speed, which is friendly to save computation and communication cost.
Specifically, for the basic method FedAvg, FedAvg with Disco achieves 7.32% accuracy improvement and requires 38 less
rounds to achieve the target accuracy, which saves 65.52% training time and communication cost.
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Table 11. Classification accuracy (%) comparisons on CIFAR-100 dataset under NIID-1 scenario. FedDyn with Disco is highlighted for
best performance. Experiments show our proposed FedDisco consistently improves the performances of baselines on CIFAR-100.

METHOD FEDAVG FEDAVGM FEDPROX SCAFFOLD FEDDYN FEDNOVA MOON FEDDC

WITHOUT DISCO 57.28 56.27 58.99 61.39 62.29 57.59 58.01 62.20
WITH DISCO 58.28 56.73 59.29 61.90 62.83 58.02 58.16 62.61

Table 12. Comparison of accuracy variance across clients at different round. Lower denotes more fair.

ROUND 1 10 20 30 40

FEDAVG 178.05 226.38 73.65 94.49 89.97
FEDDISCO 167.40 110.63 74.70 84.72 73.45

B.4. Experimental results on CIFAR-100

We provide the results of several baselines on CIFAR-100 (Krizhevsky et al., 2009) under NIID-1 setting in Table 11.
Experiments show that our proposed FedDisco consistently brings gains on CIFAR-100 dataset, verifying its modularity
performance.

B.5. Effects on Client-Level Fairness

In this paper, we focus on the generalization ability and promote category-level fairness, where the corresponding global
distribution is uniform. Client-level fairness is another interesting and important research topic in FL (Li et al., 2020b).
Here, we explore from this aspect for more comprehensive understanding.

Note that FedDisco does not hurt client-level fairness for two reasons. First, when a client’s aggregation weight is high, this
client has a uniform training distribution, which can naturally benefit all the clients more or less. If we do the opposite thing
and assign a high aggregation weight to a client whose training category distribution is highly skewed, this only benefits this
single client, hurts the other clients and violates the client-level fairness. Second, each client’s test data distribution could be
close to uniform distribution, even though its training data distribution is far from uniform. One important aim of federated
learning is to enable clients with biased and limited training data to be aware of global distribution.

To validate that FedDisco does not hurt client-level fairness, we run 40 rounds of FL on CIFAR-10 and record the variance
of test accuracy across clients. This accuracy variance is often used for evaluation of fairness (Li et al., 2020b). Small
variance denotes that the test accuracies of clients are similar, indicating high fairness. Thus, a lower variance denotes higher
fairness. Table 12 compares the accuracy variance of FedAvg and the accuracy variance after applying FedDisco to FedAvg.
From the table, we see that the variance of FedDisco is comparable or lower than FedAvg, indicating that FedDisco can
potentially enhance the client-level fairness.

B.6. Comparison with Equal Aggregation Weights

Following the experiments in Table 1, Table 13 compares FedDisco with FedAvg with equal aggregation weights (i.e.,
pk = 1/K). From the table, we see that FedDisco performs significantly better across different settings.

B.7. Experiments on Device Heterogeneity

For device heterogeneity where there are stragglers, we conduct experiments with the NIID-2 setting on CIFAR-10 following
the setting in (Wang et al., 2020b), where we uniformly sample iteration numbers for each client in the range of 50 to 500
for each round. Results show that FedAvg achieves 60.21% while FedDisco achieves 63.20%, indicating that FedDisco
can still bring performance improvement under setting of stragglers.

Device heterogeneity is an orthogonal issue to distribution heterogeneity. As these two issues can be concurrent in practice,
FedDisco can still play a role in enhancing overall performance. More importantly, device heterogeneity can even exacerbate
the effect of distribution heterogeneity. For example, if Client A has a smaller discrepancy level and Client B has a larger
discrepancy level. When Client A is a straggler that performs fewer iterations while Client B performs much more iterations,
it is more critical to enhance the aggregation weight of Client A, otherwise the FL system will be dominated by Client B and
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Table 13. Comparison between FedDisco and FedAvg with equal aggregation weights pk = 1/K. FedDisco performs significantly better
across different datasets and heterogeneity types.

METHOD
HAM10000 CIFAR-10 CINIC-10 FASHION-MNIST

NIID-1 NIID-1 NIID-2 NIID-1 NIID-2 NIID-1 NIID-2

FEDAVG (pk = 1/K) 44.76 68.11 65.60 54.27 50.35 89.35 86.46
FEDAVG+DISCO 50.95 70.05 68.30 54.81 52.46 89.56 87.56

the global model will be biased. Further, we can combine algorithms (e.g., FedNova (Wang et al., 2020b)) that specifically
focuses on device heterogeneity with ours to further enhance performance.

B.8. Other Experiments

1) The idea of discrepancy-aware collaboration can be extended to otehr tasks such as regression. Here, we conduct
experiments on regression dataset Prediction of Facebook Comment (Singh et al., 2015) (predicting the number of comments
given a post). We pre-define several categories for this regression task, where each category covers regression labels in some
specific range. For example, we group those samples with regression labels ranging from 1 to 10 as category 1. With this
strategy, we can obtain a distribution vector as we do for classification tasks. Note that such operation is only conducted
for obtaining a distribution vector, we still use the regression labels for model training. It turns out that the test loss of
FedAvg (McMahan et al., 2017) is 0.432 and FedDisco achieves 0.407, indicating our FedDisco can also handle continuous
label distributions.

2) Here, we consider feature-level heterogeneity. We conduct experiments on FEMNIST from LEAF benchmark (Caldas
et al., 2018) following (Li et al., 2020a), where both feature-level and category-level heterogeneity exist. We see that FedAvg
achieves 76.40% accuracy while FedDisco achieves 78.36% accuracy.

C. Theoretical Analysis
C.1. Preliminaries

The global objective function is F (w) =
∑N

k=1 pkFk(w), where
∑K

k=1 pk = 1. For ease of writing, we use gk(w) to
denote mini-batch gradient gk(w|ξ) and ∇Fk(w) to denote full-batch gradient, where ξ is a mini-batch sampled from
dataset. We further define the following two notions:

Averaged Mini-batch Gradient: dk =
1

τ

τ−1∑
r=0

gk(w
(t,r)
k ), (4)

Averaged Full-batch Gradient: hk =
1

τ

τ−1∑
r=0

∇Fk(w
(t,r)
k ). (5)

Then, the update of the global model between two rounds is as follows:

w(t+1,0) −w(t,0) = −τη
K∑

k=1

pkdk. (6)

Here, we presents a key lemma and defer its proof to section C.3.

Lemma C.1. Suppose {At}Tt=1 is a sequence of random matrices and follows E[At|At−1, At−2, ..., A1] = 0, then

E

∥∥∥∥∥
T∑

t=1

At

∥∥∥∥∥
2

F

 =

T∑
t=1

E
[
∥At∥2F

]
17



FedDisco: Federated Learning with Discrepancy-Aware Collaboration

C.2. Proof of Theorem 4.5

According to the Lipschitz-smooth assumption in Assumption 4.1, we have its equivalent form (Bottou et al., 2018)

E
[
F (w(t+1,0))

]
− F (w(t,0))

≤ E
[〈
∇F (w(t,0)),w(t+1,0) −w(t,0)

〉]
− L

2
E
[∥∥∥w(t+1,0) −w(t,0)

∥∥∥2] (7)

= −τη E

[〈
∇F (w(t,0)),

K∑
k=1

pkdk

〉]
︸ ︷︷ ︸

N1

+
Lτ2η2

2
E

∥∥∥∥∥
K∑

k=1

pkdk

∥∥∥∥∥
2


︸ ︷︷ ︸
N2

, (8)

where the expectation is taken over mini-batches ξ(t,r)k , ∀k ∈ 1, 2, ...,K, r ∈ 0, 1, ..., τ − 1.

C.2.1. BOUNDING N1 IN (8)

N1 = E

[〈
∇F (w(t,0)),

K∑
k=1

pk(dk − hk)

〉]
+ E
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=
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2
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2
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∥∥∥∥∥
2
 , (11)

where (10) uses the unbiased gradient assumption in Assumption 4.3, such that E[dk − hk] = hk − hk = 0. (11) uses the
fact that 2 ⟨a, b⟩ = ∥a∥2 + ∥b∥2 − ∥a− b∥2.

C.2.2. BOUNDING N2 IN (8)

N2 = E
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where (13) follows ∥a+ b∥2 ≤ 2 ∥a∥2 + 2 ∥b∥2, (14) uses the fact that clients are independent to each other so that
E ⟨dk − hk,dn − hn⟩ = 0,∀k ̸= n. (16) uses Lemma C.1 and (17) uses bounded variance assumption in Assumption 4.3.

Plug (11) and (17) back into (8), we have

E
[
F (w(t+1,0))

]
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(18)

C.2.3. BOUNDING N3 IN (18)
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where (20) follows ∥a+ b∥2 ≤ 2 ∥a∥2 + 2 ∥b∥2, (21) follows Cauchy–Schwarz inequality, (22) uses the bounded similarity
assumption in Assumption 4.4.

We use WD to denote 2K
[∑K

k=1(nk − pk)
2
]
. When 1− 2τηL ≥ 0, we have
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where (24) uses Jensen’s Inequality
∥∥∥∑K

k=1 pkxk

∥∥∥2 ≤∑K
k=1 pk ∥xk∥2.
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C.2.4. BOUNDING N4 IN (24)
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where (27) uses Jensen’s Inequality and (28) follows Lipschitz-smooth property.

C.2.5. BOUNDING N5 IN (34)
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 (32)

≤2rη2σ2 + 2rη2
r−1∑
s=0

E
[∥∥∥∇Fk(w

(t,s)
k )

∥∥∥2] (33)

≤2rη2σ2 + 2rη2
τ−1∑
s=0

E
[∥∥∥∇Fk(w

(t,s)
k )

∥∥∥2] (34)

where (30) uses ∥a+ b∥2 ≤ 2 ∥a∥2 + 2 ∥b∥2, (31) uses Lemma C.1, (32) uses the bounded variance assumption in Assump-
tion 4.3, (33) uses Jensen’s Inequality.

Plug (34) back into (28) and use this equation
∑τ−1

r=0 r = τ(τ−1)
2 , we have

E
[∥∥∥∇Fk(w

(t,0))− hk

∥∥∥2] ≤ L2

τ

τ−1∑
r=0

E
[∥∥∥w(t,0) −w

(t,r)
k

∥∥∥2] (35)

≤(τ − 1)L2η2σ2 + (τ − 1)L2η2
τ−1∑
s=0

E
[∥∥∥∇Fk(w

(t,s)
k )

∥∥∥2]︸ ︷︷ ︸
N6

, (36)

where N6 in (36) can be further bounded.
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C.2.6. BOUNDING N6 IN (36)

E
[∥∥∥∇Fk(w

(t,s)
k )

∥∥∥2]
≤2E

[∥∥∥∇Fk(w
(t,s)
k )−∇Fk(w

(t,0))
∥∥∥2]+ 2E

[∥∥∥∇Fk(w
(t,0))

∥∥∥2] (37)

≤2L2E
[∥∥∥w(t,0) −w

(t,s)
k

∥∥∥2]+ 2E
[∥∥∥∇Fk(w

(t,0))
∥∥∥2] , (38)

where (37) uses ∥a+ b∥2 ≤ 2 ∥a∥2 + 2 ∥b∥2, (38) uses Lipschitz-smooth property. Plug (38) back to (36), we have

L2

τ

τ−1∑
r=0

E
[∥∥∥w(t,0) −w

(t,r)
k

∥∥∥2]

≤(τ − 1)L2η2σ2 + 2(τ − 1)η2L4
τ−1∑
s=0

E
[∥∥∥w(t,0)

k −w(t,s)
∥∥∥2]

+ 2(τ − 1)η2L2
τ−1∑
s=0

E
[∥∥∥∇Fk(w

(t,0))
∥∥∥2] (39)

After rearranging, we have

E
[∥∥∥∇Fk(w

(t,0))− hk

∥∥∥2]
≤L2

τ

τ−1∑
r=0

E
[∥∥∥w(t,0) −w

(t,r)
k

∥∥∥2] (40)

≤ (τ − 1)η2σ2L2

1− 2τ(τ − 1)η2L2
+

2τ(τ − 1)η2L2

1− 2τ(τ − 1)η2L2
E
[∥∥∥∇Fk(w

(t,0))
∥∥∥2] (41)

=
(τ − 1)η2σ2L2

1−A
+

A

1−A
E
[∥∥∥∇Fk(w

(t,0))
∥∥∥2] , (42)

where we define A = 2τ(τ − 1)η2L2 < 1. Then, the last term in (24) is bounded by

τη

K∑
k=1

pkE
[∥∥∥∇Fk(w

(t,0))− hk

∥∥∥2]

≤τη
K∑

k=1

{
pk

[
(τ − 1)η2σ2L2

1−A
+

A

1−A
E
[∥∥∥∇Fk(w

(t,0))
∥∥∥2]]} (43)

≤τ(τ − 1)σ2L2η3

1−A
+

τηA

1−A
E
[∥∥∥∇F (w(t,0))

∥∥∥2]+
τηAB

1−A

K∑
k=1

pkdk, (44)
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where (44) follows bounded dissimilarity assumption in Assumption 4.4. Plug (44) back to (24), we have

E
[
F (w(t+1,0))

]
− F (w(t,0))

≤− τη(1−WD)

2

∥∥∥∇F (w(t,0))
∥∥∥2 + Lτη2σ2

K∑
k=1

p2k +
τηWDB

2K

K∑
k=1

dk

+
τ(τ − 1)σ2L2η3

1−A
+

τηA

1−A
E
[∥∥∥∇F (w(t,0))

∥∥∥2]+
τηAB

1−A

K∑
k=1

pkdk (45)

=− τη

2
(1−WD −

2A

1−A
)
∥∥∥∇F (w(t,0))

∥∥∥2 + Lτη2σ2
K∑

k=1

p2k +
τηWDB

2K

K∑
k=1

dk +
τ(τ − 1)σ2L2η3

1−A
+

τηAB

1−A

K∑
k=1

pkdk

(46)

Finally, by taking the average expectation across all rounds, we finish the proof of Theorem 4.5

min
t

E
∥∥∥∇F (w(t,0))

∥∥∥2 ≤ 1

T

T−1∑
t=0

E
∥∥∥∇F (w(t,0))

∥∥∥2 (47)

≤
2(1−A)

(
F (w(0,0))− Finf

)
τηT [1− 3A−WD(1−A)]

+
(1−A)WDB

∑K
k=1 dk

[1− 3A−WD(1−A)]K

+
2(1−A)Lησ2

∑K
k=1 p

2
k

[1− 3A−WD(1−A)]
+

2(τ − 1)σ2L2η2

[1− 3A−WD(1−A)]
+

2AB
∑K

k=1 pkdk
[1− 3A−WD(1−A)]

(48)

=
1

1− 3A−WD(1−A)

(
2(1−A)

(
F (w(0,0))− Finf

)
τηT︸ ︷︷ ︸
T1

+
(1−A)WDB

K

K∑
k=1

dk︸ ︷︷ ︸
T2

+ 2(1−A)Lησ2
K∑

k=1

p2k︸ ︷︷ ︸
T3

+2(τ − 1)σ2L2η2︸ ︷︷ ︸
T4

+2AB

K∑
k=1

pkdk︸ ︷︷ ︸
T5

)
, (49)

where WD = 2K
[∑K

k=1(nk − pk)
2
]
, pk is the aggregation weight, nk is the dataset relative size, dk is the discrepancy

level, A = 2τ(τ − 1)η2L2 < 1, τ is the number of steps in local model training, η is learning rate, T is the total
communication round in FL, K is the total client number, Finf , B, L, σ are the constants in assumptions.

C.3. Proof of Lemma C.1

Suppose {At}Tt=1 is a sequence of random matrices and follows E[At|At−1, At−2, ..., A1] = 0, then

E

∥∥∥∥∥
T∑

t=1

At

∥∥∥∥∥
2

F

 =

T∑
t=1

E
[
∥At∥2F

]
Proof.

E

∥∥∥∥∥
T∑

t=1

At

∥∥∥∥∥
2

F

 =

T∑
t=1

E
[
∥At∥2F

]
+

T∑
i=1

T∑
j=1,j ̸=i

E
[
Tr

{
A⊤

i A
⊤
j

}]
(50)

=

T∑
t=1

E
[
∥At∥2F

]
+

T∑
i=1

T∑
j=1,j ̸=i

Tr
{
E
[
A⊤

i A
⊤
j

]}
(51)

=

T∑
t=1

E
[
∥At∥2F

]
, (52)

where (52) comes from assuming i < j and using the law of total expectation E
[
A⊤

i Aj

]
= E

[
A⊤

i E[Aj |Ai, ..., A1]
]
= 0.
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C.4. Further Analysis with Proper Learning Rate

As a conventional setting in theoretical literature, we can set the learning rate η = 1√
τT

(Wang et al., 2020b). Here, note that
the learning rate η is strongly correlated with the number of communication round T . Then, there are two typical cases:

T is finite and relatively small. According to η = 1√
τT

, the learning rate η will be relatively large. Then, A =

2τ(τ − 1)η2L2 will be relatively large and (1−A) will be relatively small. As a result, T2 will be relatively small and T5

will be relatively large, making T5 a dominant term in the optimization bound. Thus, in this case, tuning pk to make T5

smaller is a better solution such that the a and b in Equation (2) will be non-zero and the overall upper bound could be
tighter.

T is quite large or infinite. the learning rate η = 1√
τT

will be relatively small. Then, A = 2τ(τ − 1)η2L2 will be relatively
small and (1−A) will be relatively large. As a result, T2 will be relatively large and T5 will be relatively small, making T2

a dominant term in the optimization bound. Thus, in this case, tuning pk to make T2 smaller is a better solution. To achieve
this, WD should be reduced to zero and thus a and b in Equation (2) will zero to make the upper bound tight. Here, we can
have the following corollary:

Corollary C.2. By substituting η = 1√
τT

into Theorem 4.5, we will have the following bound:

min
t

E||∇F (w(t,0))||2 ≤ O( 1√
τT

) +O( 1
T
) +O( τ

T
). (53)

Corollary C.2 indicates that as T →∞, the optimization upper bound approaches 0 (reaches a stationary point) and matches
with previous convergence results (Wang et al., 2020b).

As the ultimate goal of this paper is to achieve more pleasant performance in practice, we are more interested in the previous
part that the number of communication round T is finite (T should not be too large due to issues such as communication
burden). For this reason, we explore better aggregation weights to achieve a tighter upper bound in this paper. However, our
algorithm can actually converge (reach a stationary point) based on our Theorem 4.5 and Corollary C.2 if the number of
communication round goes to infinite.

C.5. Reformulated Upper Bound Minimization

Generally, a tighter bound corresponds to a better optimization result. Thus, we explore the effects of pk on the upper bound
in (49). In Theorem 4.5, there there are four parts related to pk. First, we see that larger difference between pk and nk

contributes to larger WD and thus smaller denominator in T0 and larger value in T2, which tends to loose the bound. As for
T5, by setting pk negatively correlated to dk, when clients have different level of discrepancy, i.e. different dk, T5 will be
further reduced, which tends to tighten the bound. Therefore, there could be an optimal set of {pk|k ∈ [K]} that contributes
to the tightest bound, where an optimal pk should be correlated to both nk and dk.

To minimize this upper bound, directly solving the minimization results in a complicated expression, which involves too
many unknown hyper-parameters in practice. To simplify the expression, we convert the original objective from minimizing
(T1 + T2 + T3 + T4 + T5)/T0 to minimizing T1 + T2 + T3 + T4 + T5 − λT0, where λ is a hyper-parameter. The converted
objective still promotes maximization of T0 and minimization of T1 + T2 + T3 + T4 + T5, and still contributes to tighten
the bound (T1 + T2 + T3 + T4 + T5)/T0. Then, our discrepancy-aware aggregation weight is obtained through solving the
following optimization problem:

min
{pk}

2(1−A)[F (w(0,0))− Finf ]

τηT
+

(1−A)WDB

K

K∑
m=1

dm + 2(1−A)Lησ2
K∑

m=1

p2m

+ 2(τ − 1)σ2L2η2 + 2AB

K∑
m=1

pmdm − λ (1− 3A−WD(1−A)) ,

s.t.
∑
m

pm = 1, pm ≥ 0,

where WD = 2K
[∑K

m=1(nm − pm)2
]
.
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To solve this constrained optimization, one condition of the optimal solution is that the derivative of the following function
equals to zero:

Q(pk) =
2(1−A)[F (w(0,0))− Finf ]

τηT
+

(1−A)WDB

K

K∑
m=1

dm + 2(1−A)Lησ2
K∑

m=1

p2m

+ 2(τ − 1)σ2L2η2 + 2AB

K∑
m=1

pmdm − λ (1− 3A−WD(1−A)) + µ(

K∑
m=1

pm − 1)−
K∑

m=1

νmpm

Then, we have the following equation:

4(1−A)B

K∑
m=1

dm(pk − nk) + 4(1−A)Lησ2pk + 2ABdk + 4Kλ(1−A)(pk − nk) + µ− νm = 0,

from which we can rearrange and obtain the expression of pk:

pk =

[
4B(1−A)

∑K
m=1 dm + 4Kλ(1−A)

]
nk − 2ABdk − µ+ νk

4B(1−A)
∑K

m=1 dm + 4(1−A)Lησ2 + 4Kλ(1−A)
. (54)

Finally, we can derive the following concise expression of an optimized aggregation weight pk:

pk ∝ nk − a · dk + b, (55)

where a, b are two constants.

This theoretically show that simply dataset-size-based aggregation could be not optimal since the above analysis suggests
that for a tighter upper bound, the aggregation weight pk should be correlated with both dataset size nk and local discrepancy
level dk. This expression of aggregation weight can mitigate the limitation of standard dataset size weighted aggregation by
assigning larger aggregation weight to client with larger dataset size and smaller discrepancy level.
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