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1. Bounds for KSSA and NLSSA

In Analytic SSA, an approximate upper bound to the
logdet term in Eq. 4 is computed (Hara et al., 2012).
Without re-deriving this bound entirely, we present
its final steps, which we use to obtain the bounds for
KSSA and NLSSA.

Following (Hara et al., 2012), let us denote by

f̃(W ,W ∗) the second order Taylor approximation of
the logdet term around the optimal solution W ∗. It
can be shown that

f̃(W ,W ∗) ≤ 2
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Let BT
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n
∗
T
]
, where Bn

∗ is the orthogonal

complement of W ∗. Since
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the bound can be re-written as

f̃(W ,W ∗) ≤ 2
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The constraint B∗Σ̄B
T
∗ = I yields BT

∗B∗ = Σ̄
−1

,
which results in the final bound

f̃(W ,W ∗) ≤
2

N

N∑
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−1
(Σi − Σ̄)W T

)
.

KSSA: In kernel space, we can writeW = αΦ(V )T ,
with α unknown. Similarly, for the entire subspace
at the optimal solution, we have B∗ = α̂∗Φ(V )T , with

α̂∗ = [αT
∗ ,α

n
∗
T ]T and αn

∗ the coefficients of the orthog-
onal complement of W ∗. From Eq. 1, and by recalling
that the covariances are now defined in kernel space,
we have

f̃(α,α∗) ≤
2

N
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)
.

With the constraintB∗Σ̄B
T
∗ = α̂∗K̄α̂

T
∗ = I, we can see

that α̂T
∗ α̂∗ = K̄

−1, which yields the final bound

f̃(α,α∗) ≤
2

N
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)
.

NLSSA: The derivation of the bound for NLSSA
directly follows from the fact that Σ̄

P
= I, which thus

yields

f̃(W ,W ∗) ≤
2

N

N∑
i=1

Tr
(
W (ΣP

i − I)(ΣP
i − I)W T

)
.

Moreover, in NLSSA, we assumed that the average
of the means over the epochs is 0 in H. This cen-
tering can be achieved by re-writing the kernel ma-
trix as K̂ = K − 1K −K1T + 1K1T , where 1 is a∑N

i=1 mi ×
∑N

i=1 mi block matrix with all entries in
each block i (corresponding to one video in the class)
set to 1/(N ×mi).
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