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A. SMC algorithm

Algorithm 1 SMC for Bayesian decision tree learning

Inputs: Training data (X,Y )
Number of particles M

Initialize: T
(m)
0 = E

(m)
0 = {ε}

τ
(m)
0 = κ

(m)
0 = ∅

w
(m)
0 = f(Y |T (m)

0 )

W0 =
∑

m w
(m)
0

for i = 1 : MAX-STAGES do
for m = 1 : M do

Sample T (m)
i from Qi(· | T (m)

i−1 )

where T (m)
i := (T

(m)
i , κ

(m)
i , τ

(m)
i , E

(m)
i )

Update weights: (Here P,Qi denote their densities.)

w
(m)
i =

P(T (m)
i ) g(Y | T (m)

i , X)

Qi(T (m)
i | T (m)

i−1 )P(T (m)
i−1 )

(1)

= w
(m)
i−1

P(T (m)
i | T (m)

i−1 )

Qi(T (m)
i | T (m)

i−1 )

g(Y | T (m)
i , X)

g(Y | T (m)
i−1 , X)

(2)

end for
Compute normalization: Wi =

∑
m w

(m)
i

Normalize weights: (∀m) w̄
(m)
i = w

(m)
i /Wi

if
(∑

m(w̄
(m)
i )2

)−1
< ESS-THRESHOLD then

(∀m) Resample indices jm from
∑

m′ w̄
(m′)
i δm′

(∀m) T (m)
i ← T (jm)

i ; w
(m)
i ←Wi/M

end if
if (∀m)E

(m)
i = ∅ then

exit for loop
end if

end for
return Estimated marginal probability Wi/M and

weighted samples {w(m)
i ,T

(m)
i , κ

(m)
i , τ

(m)
i }Mm=1.

B. Effect of SMC proposal and
expansion strategy on test accuracy

The results are shown in Figure 1.

101 102 103 104

Mean Time (s)

0.5

0.6

0.7

0.8

0.9

A
cc

ur
ac

y
(t

es
t)

SMC optimal [node]
SMC prior [node]
SMC optimal [layer]
SMC prior [layer]

101 102 103

Number of particles

0.5

0.6

0.7

0.8

0.9

A
cc

ur
ac

y
(t

es
t)

SMC optimal [node]
SMC prior [node]
SMC optimal [layer]
SMC prior [layer]

101 102 103 104 105

Mean Time (s)

0.74

0.76

0.78

0.80

0.82

0.84

0.86

A
cc

ur
ac

y
(t

es
t)

SMC optimal [node]
SMC prior [node]
SMC optimal [layer]
SMC prior [layer]

101 102 103

Number of particles

0.74

0.76

0.78

0.80

0.82

0.84

0.86

A
cc

ur
ac

y
(t

es
t)

SMC optimal [node]
SMC prior [node]
SMC optimal [layer]
SMC prior [layer]

Figure 1. Results on pen-digits (top), and magic-04 (bot-
tom). Left column plots test accuracy vs runtime, while
right column plots test accuracy vs number of particles.
The blue circles and red squares represent optimal and
prior proposals respectively. The solid and dashed lines
represent node-wise and layer-wise proposals respectively.

C. Effect of the number of islands:
magic-04 dataset

The results are shown in Figure 2.

D. Marginal likelihood

The log marginal likelihood of the training data for
different proposals is shown in Figure 3. As the num-
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Figure 2. Results on magic-04 : Test log p(y|x) (left) and
accuracy (right) vs I and M/I for fixed M = 2000.

ber of particles increases, the log marginal likelihood
of prior and optimal proposals converge to the same
value (as expected).
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Figure 3. Results on pen-digits (left), and magic-04
(right). Mean log marginal likelihood (i.e., mean
log p(Y |X) for training data averaged across 10 runs) vs
number of particles. The blue circles and red squares rep-
resent optimal and prior proposals respectively.

E. Sensitivity of results to choice of
hyperparameters

In this experiment, we evaluate the sensitivity of
the runtime vs predictive performance comparison be-
tween SMC (prior and optimal proposals), MCMC
and CART to the choice of hyper parameters α
(Dirichlet concentration parameter) and αs, βs (tree
priors). We consider only node-wise expansion since
it consistently outperformed layer-wise expansion in
our previous experiments. In the first variant, we
fix α = 5.0 (since we do not expect it to affect the
timing results) and vary the hyper parameters from
αs = 0.95, βs = 0.5 to αs = 0.8, βs = 0.2 (bold re-
flects changes) and also consider intermediate config-
urations αs = 0.95,βs = 0.2 and αs = 0.8, βs = 0.5.
In the second variant, we fix αs = 0.95, βs = 0.5 and
set α = 1.0. Figures 4, 5, 6 and 7 display the re-
sults on pen-digits (top row), and magic-04 (bottom
row). The left column plots test log p(y|x) vs run-
time, while the right column plots test accuracy vs
runtime. The blue circles and red squares represent
optimal and prior proposals respectively. Comparing
the results to Figure 5 (in main text), we observe that
the trends are qualitatively similar to those observed

for α = 5.0, αs = 0.95, βs = 0.5 in Section 4.2 (in main
text): (i) SMC consistently offers a better runtime vs
predictive performance tradeoff than MCMC, (ii) the
prior proposal offers a better runtime vs predictive
performance tradeoff than the optimal proposal, (iii)
α = 1.0 leads to similar test accuracies as α = 5.0 (the
predictive probabilities are obviously not comparable).
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Figure 4. Hyperparameters: α = 5.0,αs = 0.8, βs = 0.5

(see main text for additional information).
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Figure 5. Hyperparameters: α = 5.0, αs = 0.95,βs = 0.2
(see main text for additional information).
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Figure 6. Hyperparameters: α = 5.0,αs = 0.8, βs = 0.2
(see main text for additional information).

102 103 104

Mean Time (s)

−0.6

−0.5

−0.4

−0.3

−0.2

lo
g
p(
Y
|X

)
(t

es
t)

SMC optimal [node]
SMC prior [node]
Chipman-MCMC
CART (gini)
CART (entropy)

102 103 104

Mean Time (s)

0.82

0.84

0.86

0.88

0.90

0.92

0.94

A
cc

ur
ac

y
(t

es
t)

SMC optimal [node]
SMC prior [node]
Chipman-MCMC
CART (gini)
CART (entropy)

102 103 104

Mean Time (s)

−0.40

−0.38

−0.36

−0.34

lo
g
p(
Y
|X

)
(t

es
t)

SMC optimal [node]
SMC prior [node]
Chipman-MCMC
CART (gini)
CART (entropy)

102 103 104

Mean Time (s)

0.81

0.82

0.83

0.84

0.85

0.86

A
cc

ur
ac

y
(t

es
t)

SMC optimal [node]
SMC prior [node]
Chipman-MCMC
CART (gini)
CART (entropy)

Figure 7. Hyperparameters: α = 1.0, αs = 0.95, βs = 0.5
(see main text for additional information).


