Abstract

Bayesian classification commonly relies on probit models, with data augmentation algorithms used for posterior computation. By imputing latent Gaussian variables, one can often trivially adapt computational approaches used in Gaussian models. However, MCMC for multinomial probit (MNP) models can be inefficient in practice due to high posterior dependence between latent variables and parameters, and to difficulties in efficiently sampling latent variables when there are more than two categories. To address these problems, we propose a new class of diagonal orthant (DO) multinomial models. The key characteristics of these models include conditional independence of the latent variables given model parameters, avoidance of arbitrary identifiability restrictions, and simple expressions for category probabilities. We show substantially improved computational efficiency and comparable predictive performance to MNP.

1 Introduction

This work is motivated by the search for an alternative to the multinomial logit (MNL) and multinomial probit (MNP) models that is more amenable to efficient Bayesian computation, while maintaining flexibility. Historically, the MNP has been preferred for Bayesian inference in polychotomous regression, since the data augmentation approach of Albert and Chib [1993] leads to straightforward Gibbs sampling. Efficient methods for Bayesian inference in the MNL are a more recent development. A series of proposed data-augmentation methods for Bayesian inference in the MNL dates at least to O’Brien and Dunson [2004], who use a student $t$ data augmentation scheme with the latent $t$ variables expressed as scale mixtures of Gaussians. The scale and degrees of freedom in the $t$ are chosen to provide a near exact approximation to the logistic density. Holmes and Held [2006] represent the logistic distribution as a scale-mixture of normals where the scales are a transformation of Kolmogorov-Smirnov random variables. Citet fruhwirth2009improved propose an alternative data-augmentation scheme which approximates a log-Gamma distribution with a mixture of normals, resulting in conditionally-conjugate updates for regression coefficients. Polson et al. [2012] develop a novel data-augmented representation of the likelihood in a logistic regression using Polya-Gamma latent variables. With a normal prior, the regression coefficients have conditionally-conjugate posteriors. Their method has the advantage that the latent variables can be sampled directly via an efficient rejection algorithm without the need to rely on additional auxiliary variables.

Although the work outlined above has opened MNL to Gibbs sampling, the distributions of the latent variables are either exotic or complex scale-mixtures of normals for which multivariate analogues are not simple to work with. As such, the extension to analysis of multivariate unordered categorical data, nonparametric regression, and other more complex situations is not straightforward. In contrast, the multinomial probit (MNP) model is trivially represented by a set of Gaussian latent variables, allowing access to a wide range of methods developed for Gaussian models. MNP is also a natural choice for Bayesian estimation because of the fully-conjugate updates for model parameters and latent variables. However, because the latent Gaussians are not conditionally independent given regression parameters, mixing is poor and computation does not scale well.

Three characteristics of the multinomial probit model lead to challenging computation and render it of limited use in complex problems: the need for identifying restrictions, the specification of non-diagonal covariance matrices for the residuals when it is not well-motivated, and high dependence between latent vari-
ables. Because our proposed method addresses all three of these issues, we review each of them here and summarize the pertinent literature.

### 1.1 Identifying Restrictions

Many choices of identifying restrictions for the MNP have been suggested, and the choice of identifying restrictions has important implications for Bayesian inference (Burgette and Nordheim [2012]). Consider the standard multinomial probit, where here we assume a setting where covariates are constant across levels of the response (i.e. a classification application):

\[ y_i = j \quad \iff \quad u_{ij} = \max_k u_{ik} \]

\[ u_{ij} = x_i\beta_j + \epsilon_{ij} \]

\[ \epsilon_i \sim N(0, \Sigma) \]

where \( \max \) is the max function. The \( u_{ij} \)'s are referred to as latent utilities, after the common economic interpretation of them as unobserved levels of welfare in choice models. We make the distinction between a classification application as presented above and the choice model common to the economics literature in which each category has its own set of covariates (i.e. \( u_{ij} = x_{ij}\beta + \epsilon_{ij} \)). A common approach to identifying the model is to choose a base category and take differences. Suppose we select category 1 as the base. We then have the equivalent model:

\[ \tilde{u}_{i1} = 0 \]

\[ \tilde{u}_{ij} = x_i(\beta_j - \beta_1) + \epsilon_{ij} - \epsilon_{i1} \]

The \( \tilde{u} \)'s are a linear transformation \( M \) of the original latent utilities, so \( u_{ij} \sim N(x_1(\beta_j - \beta_1), M^T \Sigma M) \). Early approaches to Bayesian computation in the MNP placed a prior on \( \Sigma = M^T \Sigma M \). Even this parametrization is not fully identified, and requires that one of the variances be fixed (usually to one) to fully identify the model. McCulloch and Rossi [1994] ignored this issue and adopted a parameter-expanded Gibbs sampling approach by placing an inverse-Wishart prior on \( \Sigma \). McCulloch et al. [2000] developed a prior specification on covariance matrices with the upper left element restricted to one. Imai and Van Dyk [2005] use a working parameter that is resampled at each step of the Gibbs sampler to transform between identified and unidentified parameters, with improved mixing, though the resulting full conditionals are complex and the sampling requires twice the number of steps as the original McCullough and Rossi sampler. Zhang et al. [2006] used a parameter-expanded Metropolis-Hastings algorithm to obtain samples from a correlation matrix, resulting in an identified model that restricts the scales of the utilities to be the same.

Zhang et al. [2008] extended their algorithm to multivariate multinomial probit models.

Whatever prior specification and computational approach is used, the selection of an arbitrary base category is an important modeling decision that may have serious implications for mixing (Burgette and Hahn [2010]). The class probabilities in the MNP are linked to the model parameters by integrating over subsets of \( \mathbb{R}^J \). The choice of one category as base results in these regions having different geometries, causing an asymmetry in the effect of translations of the elliptical multivariate normal density on the resulting class probabilities. To address this issue, Burgette and Nordheim [2012] and Burgette and Hahn [2010] rely on an alternative identifying restriction, circumventing the need to select an arbitrary base category. Although mixing is improved and the model has an appealing symmetry in the representation of categorical probabilities as a function of latent variables, it does not address the issue of high dependence between latent variables, and the proposed Gibbs sampler is quite complex (though computationally no slower than simpler algorithms).

### 1.2 Dependence in Idiosyncratic Errors

The multinomial probit model arose initially in the econometrics literature (see e.g. Hausman and Wise [1978]), where dependence between the errors in the linear utility models is often considered desirable. In econometrics and marketing, interest often centers on predicting the effects of changes in product prices on product shares. If the errors have a diagonal covariance matrix, the model has the “independence of irrelevant alternatives” (IIA) property (see Train [2003]), which is often considered too restrictive for characterizing the substitution patterns between products in a market. Because early applications for the MNP were largely of the marketing and econometrics flavor, it has become standard to specify a model with dependence in the errors without much attention to whether it is scientifically motivated. We find little compelling reason for this assumption for most applications outside of economics and marketing. If the application does not motivate dependence in errors, the resulting model will certainly have higher variance than a model with independent errors, and the additional dependence between latent variables will negatively impact mixing. In this case, the applications we have in mind are not specifically economics/marketing applications, and as such we will generally assume that the errors are conditionally independent given regression parameters.
1.3 Dependence Between Latent Variables

Except in the special case of marketing applications where there are covariates that differ with the level of the response variable (such as the product price), an identified MNP must have \( J - 1 \) sets of regression coefficients, with one set restricted to be zero. If we assume \( \beta_1 = 0 \) and an identity covariance matrix, we can actually sample all \( J \) latent variables for each observation \( i \). Note this is equivalent to setting one class to have utility that is identically zero and sampling the remaining utility differences from the transformed distribution described in section 2.1; however, the intractability of the high dependence between utilities is much clearer using this alternative parametrization.

To implement data augmentation MCMC, we must sample the latent utilities conditional on regression coefficients from a multivariate normal distribution restricted to the space where \( u_{i,y_i} = \bigvee_k u_{i,k} \). Albert and Chib [1993] suggest rejection sampling; but this tends to be extremely inefficient, particularly as \( J \) grows. All subsequent algorithms have sampled \( u_{i,j} \mid u_{i,-j} \) in sequence. With an identity covariance matrix for latent utilities conditional on regression parameters, we can reduce this to a two-step process:

1. Set \( b_i = \bigvee_{k \neq y_i} u_{i,k} \). Sample \( \tilde{u}_{i,y_i} \sim N_{[b_i,\infty)}(x_i\beta_{y_i},1) \).
2. Sample \( u_{i,j} \sim N(-\infty,u_{i,y_i}) \) independently for all \( j \neq y_i \).

Even in simple cases, mixing tends to be poor because the truncation region for each latent Gaussian depends on the current value in the Markov chain for the other latent Gaussians, resulting in high dependence. We reiterate that this issue is not simply a consequence of the choice of a non-diagonal covariance matrix; it is true for any choice of covariance matrix for the \( z \)'s. While recent work on developing a Hamiltonian MC scheme for jointly sampling from truncated multivariate normal distributions appears promising as an alternative to the standard Gibbs sampling approach (Pakman and Paninski [2012]), the need to update each latent variable conditional on the others has historically been a substantial contributor to the inefficiency of Bayesian computation for MNP.

In this paper we propose Diagonal Orthant Multinomial models (DO models), a novel class of models for unordered categorical response data that admits latent variable representations (including a Gaussian latent variable representation for the DO-probit model), does not require the selection of a base category, and in which the latent variables are conditionally independent given regression parameters and thus may be updated in a block, greatly improving mixing and computational scaling. The remainder of the paper is organized as follows. In section 2, we introduce DO models, and show that a unique solution to the likelihood equations can be obtained from independent binary regressions. We also illustrate the relationship of DO-logistic to MNL and DO-probit to MNP. We give several interpretations for regression coefficients in DO models, and explain why the model parameters are often easier to interpret than in the MNP. In section 3, we outline a simple algorithm for Bayesian computation in the DO-probit and discuss extensions to the basic regression setting. In section 4, we compare the DO-probit, MNP, and MNL in simulation studies. In section 5, we apply both methods to a real dataset and show that they are virtually indistinguishable in prediction. In section 6 we conclude and discuss potential future directions for this work.

2 The Diagonal Orthant Multinomial Model

The Diagonal Orthant Multinomial (DO) class of models represent an unordered categorical variable as a set of binary variables. Let \( y \) be unordered categorical with \( J \) levels and suppose \( \gamma_{[1:J]} \) are independent binary variables. Define \( y = j \Leftrightarrow \{ \gamma_j = 1 \} \cup \{ \gamma_k = 0 \ \forall \ k \neq j \} \). Binary variables have a well-known latent variable representation. Let \( z_j \sim f(\mu_j, \sigma) \) where \( f \) is a location-scale density with location parameter \( \mu_j \) and common scale \( \sigma \), and set \( \gamma_j = 1 \Leftrightarrow z_j > 0 \). However, for our purposes, we must ensure that only one \( \gamma_j \) is one, and thus we restrict the \( z \)'s to belong to the set:

\[
\Omega = \bigcup_{j=1}^J \{ z \in \mathbb{R}^J : z_j > 0, z_k < 0, k \neq j \}
\]

By the Radon-Nikodym theorem, the joint distribution of the \( z \)'s is:

\[
f(z) = \frac{1(z \in \Omega) \prod_{j=1}^J f(z_j - \mu_j)}{\int_{\mathbb{R}^J} 1(z \in \Omega) \prod_{j=1}^J f(z_j - \mu_j) dz}
\]

If we let \( f = \phi(\cdot) \), where \( \phi(\cdot) \) is the univariate normal pdf, the result is a probit analogue that we refer to as DO-Probit.

The joint probability density of \( z \)'s in DO-probit is that of a \( J \)-variate normal distribution with identity
covariance that is restricted to the regions of $\mathbb{R}^J$ with one sign positive and the others negative. This is easy to visualize in $\mathbb{R}^2$, where the density is a bivariate normal with correlation zero and unit variance restricted to the second and fourth quadrants.

The density in the two dimensional case is shown in Figure 1. In higher dimensions, the restriction will define orthants over which the density is nonzero. The marginal distribution of any two latent variables will always be restricted to orthants that are diagonally apposed rather than adjacent, hence the designation Diagonal Orthant Multinomial model.

The probability measure for zero means for all categories. The probability measure for the 2-category case with zero means (left panel). The right panel shows approximate semispherical regions covering 95 percent of the total probability in the 3-category case with zero means for all categories.

The probability measure for $z$ induces a probability measure on $y$. The categorical probabilities are easily calculated as:

$$
\Pr(y = j) = \frac{(1 - F(-\mu_j)) \prod_{k\neq j} F(-\mu_k)}{\sum_{j=1}^J (1 - F(-\mu_j)) \prod_{k\neq j} F(-\mu_k)} = \psi_j(\mu_1, \ldots, \mu_J)
$$

where $F(\cdot)$ is the CDF corresponding to $f$. Clearly, if $f = \phi$, then $F = \Phi(\cdot)$ is the standard normal CDF. While strictly speaking, the DO model with a full set of $J$ category-specific intercepts and $J \times p$ regression coefficients is not identified, in the next section we suggest a simple identifying restriction that, critically, allows the parameters for the DO-model to be estimated via independent binary regressions, providing substantial computational advantages.

2.1 Interpretation of Regression Coefficients and Relationship to Multinomial Logit

In a regression context, DO models define an alternative link function in a GLM for unordered categorical/multinomial data, where:

$$y_i \sim \text{Categorical}(p_i)$$

$$p_i = \left(\psi_1(x_i, \beta_{[1:j]}), \psi_2(x_i, \beta_{[1:j]}), \ldots, \psi_J(x_i, \beta_{[1:j]})\right)$$

The conditional class probabilities in the DO models have a useful correspondence with the multinomial logit. The class probabilities in the regression problem, $\Pr(y_i = j \mid x_i, \beta_{[1:j]}) = \psi_j(x_i, \beta_{[1:j]})$, are given by:

$$\frac{(1 - F(-x_i \beta_j)) \prod_{i \neq j} F(-x_i \beta_i)}{\sum_{j=1}^J (1 - F(-x_i \beta_j)) \prod_{i \neq j} F(-x_i \beta_i)}$$

The ratio of probabilities for two classes $j$ and $k$ is therefore:

$$\frac{[1-F(-x_i \beta_j)] \prod_{i \neq j} F(-x_i \beta_i)}{[\sum_{j=1}^J (1 - F(-x_i \beta_j)) \prod_{i \neq j} F(-x_i \beta_i)]}$$

The denominators and all but one of the terms in the products in the numerators cancel, leaving:

$$\frac{F(-x_i \beta_j)}{F(-x_i \beta_k)}$$

which is a function of only $\beta_j$ and $\beta_k$. Recall that for the multinomial logit model, the ratio of class probabilities for classes $j$ and $k$ also depends only on $\beta_j$ and $\beta_k$ and is given by:

$$\log \left(\frac{\Pr(y_i = j)}{\Pr(y_i = k)}\right) = x_i \beta_j - x_i \beta_k$$

In DO-probit, $F(\cdot) = \Phi(\cdot)$, so the log relative class probability, $\log \left(\frac{\Pr(y_i = j)}{\Pr(y_i = k)}\right)$, is:

$$\log \left(\frac{\Phi(-x_i \beta_j)}{\Phi(-x_i \beta_k)}\right) - \log \left(\frac{\Phi(-x_i \beta_k)}{\Phi(-x_i \beta_j)}\right)$$

While not as convenient as the linear expression arising from the multinomial logit, this quantity is nonetheless easily calculated and provides a direct relationship between the coefficients in the multinomial logit and those in the DO-probit. This is a substantial advantage over the multinomial probit model, in which the class probabilities do not have a closed form.

The more interesting case arises when we choose a logistic distribution for the $z_j$'s in the DO model, giving the DO-logistic model. Here, $F(t) = \frac{1}{1 + e^{-t}}$ is the logistic CDF, and the log probability ratio for two categories is:

$$\log \left(\frac{p_i(j)}{p_i(k)}\right) = \log \left(\frac{\frac{1}{1 + e^{-x_i \beta_j}}}{\frac{1}{1 + e^{-x_i \beta_k}}}\right) - \log \left(\frac{1}{1 + e^{-x_i \beta_j}}\right)$$

$$= \log \left(\frac{e^{x_i \beta_j}}{1 + e^{x_i \beta_j}}\right)$$

$$= x_i \beta_j - x_i \beta_k$$

$$x_i \beta_j - x_i \beta_k$$

$$x_i \beta_j - x_i \beta_k$$

Figure 1: The joint density of the $z$'s in the DO-probit for the 2-category case with zero means (left panel). The right panel shows approximate semispherical regions covering 95 percent of the total probability in the 3-category case with zero means for all categories.
where \( p_i^{(j)} = \Pr(y_i = j) \). This is identical to the log probability ratios in the multinomial logit. Evidently, the DO-logistic is an alternative form of the MNL. In the next section, we suggest an identifying restriction for the DO model that is much more convenient than the use of an arbitrary base category in MNL models and treats all of the categories identically. We also note that using the approach in O’Brien and Dunson [2004] one can easily do computation for the DO-logistic model by introducing a scale parameter for the latent variables that is mixed over a Gamma density. This immediately suggests an alternative Gibbs sampling algorithm for an MNL-like model that involves only one additional sampling step relative to the DO-probit.

### 2.2 Identification

Closer inspection of (1) reveals something rather striking about the representation of category probabilities in DO models. Consider (1) in an intercepts-only model:

\[
\log \left( \frac{p_i^{(j)}}{p_i^{(k)}} \right) = \log \left( \frac{e^{\mu_i^{(j)}}}{1 + e^{\mu_i^{(j)}}} \right) \log \left( \frac{e^{\mu_i^{(k)}}}{1 + e^{\mu_i^{(k)}}} \right)
\]

As presented thus far, DO is an under-identified generalized linear model, and thus there will be multiple sets of parameters \( \mu_1, \ldots, \mu_J \) that maximize the likelihood (infinitely many, in fact). However, all of the solutions to the likelihood equations \( \hat{\mu}_1, \ldots, \hat{\mu}_J \) must satisfy:

\[
\log \left( \frac{\hat{p}_j}{\hat{p}_k} \right) = \hat{\mu}_j - \hat{\mu}_k
\]

for any \( j, k \in \{1, \ldots, J\} \), a simple consequence of MLE invariance. Yet (1) suggests that we might identify the model and obtain a very useful approach to estimation simply by recognizing the connection with binary logistic regression. Consider an intercept-only binary logistic regression with response \( \hat{y}_i^{(j)} = 1(y_i = j) \) and let \( \hat{p}_j^{(B)} = \Pr(\hat{y}_j = 1) \). We have that:

\[
\log \left( \frac{\hat{p}_j^{(B)}}{1 - \hat{p}_j^{(B)}} \right) = \hat{\mu}_j^{(B)}
\]

and so for two independent logistic regressions of \( \hat{y}_j \) and \( \hat{y}_k \) on an intercept, we get:

\[
\log \left( \frac{\hat{p}_j^{(B)}(1 - \hat{p}_k^{(B)})}{\hat{p}_k^{(B)}(1 - \hat{p}_j^{(B)})} \right) = \hat{\mu}_j^{(B)} - \hat{\mu}_k^{(B)}
\]

But since

\[
\frac{\hat{p}_j^{(B)}}{1 - \hat{p}_j^{(B)}} = \frac{e^{\hat{\mu}_j^{(B)}}}{1 + e^{\hat{\mu}_j^{(B)}}}
\]

we have that:

\[
\log \left( \frac{1 + e^{\hat{\mu}_j^{(B)}}}{1 + e^{\hat{\mu}_k^{(B)}}} \right) = \hat{\mu}_j^{(B)} - \hat{\mu}_k^{(B)}
\]

Therefore the collection \( \hat{\mu}_1^{(B)}, \ldots, \hat{\mu}_J^{(B)} \) - that is, the MLEs from independent binary regressions on \( \hat{y}_1, \ldots, \hat{y}_J \) - is a valid solution to the likelihood equations for the DO model. Since the MLEs \( \hat{\mu}_j^{(B)} \) for any \( j \) are unique, this solution is also unique, and is in fact identical to the solution that results from imposing the restriction \( \sum_{j=1}^J \hat{p}_j = 1 \) in the DO logistic model. A similar argument goes through for the general DO model. This further hints at the strategy we employ for Bayesian computation, which is identical to that used for \( J \) independent binary regressions. Of course, this was by construction; DO models were conceived of and designed expressly to allow for Bayesian computation, which is identical to that of and designed expressly to allow for Bayesian computation using a set of \( J \) independent latent variables.

Note that while this is conceptually similar to the derivation of the multinomial logit model from independent binary regressions, in that case the response for each binary regression is defined by \( \hat{y}_i^{(j)} = 1 \) if \( y_i = j \) and \( \hat{y}_i^{(j)} = 0 \) if \( y_i = b \), where \( b \) is the base category, and thus the binary regressions are on a subset of the observations and defined against an arbitrary base category. For DO models, we perform binary regressions on all of the observations and do not require a base category. We also have the advantage of an additional interpretation for the estimated parameters as relating to the marginal probability of each category.

### 2.3 Relationship of DO-probit to Multinomial Probit

Both MNP and DO-probit link probability vectors to latent Gaussian variables by integrating multivariate normal densities over particular regions. For reasons discussed earlier, we consider only cases in which the latent Gaussian variables are conditionally independent given parameters. To simplify the exposition, we consider an intercepts-only MNP and a corresponding DO-probit model with \( J \) category-specific mean parameters and the identifying restriction presented in the previous section. Suppose we have an MNP with identity covariance and restrict the mean of the first utility to be zero. If we take \( \mu_2 = -0.75 \), the resulting category probabilities for the trivial two-category
model are \((0.7115, 0.2885)\). The equivalent DO-probit model will have parameters \(\mu_1 = \Phi^{-1}(0.7115) = 0.5578\) and \(\mu_2 = \Phi^{-1}(0.2885) = -0.5578\). The two models give identical category probabilities, but they arrive at them differently. Figure 2 shows the contours of the bivariate normal distribution for the latent utilities in the MNP (left panel) and the truncated bivariate normal distribution in the DO-probit (right panel). The MNP integrates above and below the line \(y = x\) (shown on the figure) to calculate probabilities, whereas DO-probit integrates over the second and fourth quadrants.
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Figure 2: Contours and integration regions for equivalent two-category MNP and DO-probit models with category probabilities \((0.7115, 0.2885)\).

Of course, we can define a 1-1 function between MNPs with \(J\) categories, an identity covariance matrix, and \(\mu_1 = 0\) and DO-probit with the marginal MLE restriction outlined in the previous section. The MNP probabilities for such a model are defined by the intractable integrals:

\[
p_j = \Pr(y = j) = \int_{-\infty}^{\infty} \phi(z_j - \mu_j) \times \left[ \int_{-\infty}^{z_j} \phi(z_j - \mu_j) dz_j \ldots \int_{-\infty}^{z_j} \phi(z_1) dz_1 \right] dz_j
\]

for \(j = 1, \ldots, J\). The integral has no analytic form. As such, marginalizing over the latent variables in MNP is computationally costly, and thus the latent variables are usually conditioned on in MCMC algorithms rather than integrating them out. This leads to high dependence and inefficient computation. In contrast, one can marginalize out the latent variables in DO-probit and obtain analytic expressions for the category probabilities, a significant benefit of our approach.

One can approximate the MNP integrals by quadrature or simulation, giving a set of probabilities \(p_1, \ldots, p_J\). We can then find the equivalent parameters of a DO-probit by simply inverting the probabilities, i.e. \(\mu_j = \Phi^{-1}(p_j)\) for all \(j\). Note that while category probabilities are increasing in \(\mu\) for both models, the MNP does not have the simple interpretation of the regression parameters as relating to the marginal category probabilities, and cannot be estimated from independent binary regressions as can the DO-probit.

### 3 Computation

Bayesian computation for the DO-probit is very straightforward. With a \(N(0,cI)\), \(c \in \mathbb{R}^+\) prior on the regression coefficients, the entire algorithm consists of Gibbs steps:

1. Sample \(z_{i,y_i} \mid \beta_{y_i} \sim N_+(x_i^T \beta_{y_i}, 1)\) and \(z_{i,k} \sim N_-(x_i^T \beta_k, 1)\) for \(k \neq y_i\), where \(N_+\) and \(N_-\) represent a normal distribution truncated below and above by zero, respectively.

2. Sample \(\beta_k \mid z \sim N(\mu, \tilde{S})\) with \(\tilde{S} = (x^T x + cI)^{-1}\) and \(\mu = x^T z_{.,k}\) for \(k = 1, \ldots, K\).

Moreover, because of the latent Gaussian data augmentation scheme used to estimate the model, there are many alternatives to normal priors on regression coefficients. In classification problems with \(p\) covariates, the dimension of the parameter space is \(J \times p\) (or \(J \times (p - 1)\) in the MNL and MNP), where \(J\) is the number of possible values of \(y\). Also, the larger the \(J\), the less information is provided by observing \(y_i = j\). Thus, even with modest \(p\) and fairly large \(n\), one should consider priors on regression coefficients with robust shrinkage properties, particularly when prediction is an important goal. The local-global family of shrinkage priors have the scale-mixture representation:

\[
\beta_{jl} \sim N(0, \tau^2 \phi_{jl}^2)
\]

where we have adapted the notation to the regression classification context with \(j \in \{1, \ldots, J\}\) and \(l \in \{1, \ldots, p\}\). Here, \(\tau\) is a global shrinkage parameter and \(\phi_{jl}\) are local shrinkage parameters corresponding to \(\beta_{jl}\). There is a substantial literature on priors for \(\tau\) and the \(\phi_{jl}\)’s that favor aggressively shrinking most of the coefficients toward zero while retaining the sparse signals. For example, choosing independent \(C_+(0,1)\) priors on \(\tau\) and the \(\phi_{jl}\)’s gives the horseshoe prior (Carvalho et al. [2010]), where \(C_+(0,1)\) is a standard half-Cauchy distribution. Local-global priors can be employed in our model, with the only additional computational burden relative to the continuous response case being the imputation of the latent variables.

It is equally straightforward to apply other priors on regression parameters. Bayesian variable selection and model averaging can be performed by specifying point-mass mixture priors on \(\beta_{jl}\) and employing a stochastic search variable selection algorithm (see Hoeting et al. [1999] for an overview of these methods). A nonparametric prior on regression parameters can be obtained by specifying Gaussian process (GP) priors on the latent variables. The simplest approach is to specify \(J\) independent GP’s corresponding to the \(J\) sets of latent variables (one for each possible value of \(y\)). In
MNP, this leads to difficult computation, and thus it is often necessary to use posterior approximations to make computation tractable (see Girolami and Rogers [2006]). The superior computational properties of DO-probit suggest that exact posterior computation using MCMC may be feasible with GP priors for problems of meaningful scale.

4 Simulation Studies

We conducted a series of simulation studies to assess the performance and properties of DO-probit and to compare it with MNP. We first simulated data from a MNP with $n \times p$ design matrix $\mathbf{x}$ with identity covariance matrix. We used $n = 2000$, $p = 2$, and $J = 5$ levels of the response. The $(J - 1)$ category-specific intercepts were sampled from $N(0, .5)$ and the $(J - 1)p$ coefficients were sampled from $N(0, 1)$. We then fit either MNP or DO-probit by Gibbs sampling. The chains were run for 10,000 iterations each, in every case starting from $\mathbf{β} = \mathbf{0}$. We repeated the simulation and subsequent fitting 10 times. Note that the parameter expansion algorithms designed to improve mixing are irrelevant for fitting this MNP model since we do not need to sample a covariance matrix. We choose category 1 as the base category for fitting.

Figure 3 shows histograms of lag-10, lag-25, and lag-100 autocorrelations for the Markov chains for $\mathbf{β}$ from MNP and DO-probit across the 10 simulations. Autocorrelations are much lower at all three lag lengths. This is a critical aspect of the performance of Bayesian stochastic algorithms. Higher autocorrelations require much longer run times to achieve the same effective sample sizes. In more complex models, the autocorrelations for MNP can be prohibitively high. In the following section, we show that lower autocorrelations are a feature of the DO-probit that persists in real applications with more complex priors on the coefficients.

Table 1 shows the mean in-sample misclassification rate (using the posterior mode as the prediction) from each of the ten simulations. The results are quite comparable for the two models, suggesting that DO-probit and MNP are exchangeable in regard to their performance as classifiers.

5 Applications

We consider the glass identification data from the UCI machine learning website (Frank and Asuncion [2010]). There are 214 observations in the data and the response (class of the glass sample) is unordered categorical with seven possible levels, of which six are observed. There are nine continuous covariates. Thus a DO-probit classifier has sixty parameters ($6 \times 9$ regression coefficients and 6 intercepts). Because $n$ is not large relative to $p$ in this case, we use a Horseshoe shrinkage prior on the $\mathbf{β}$’s (see Carvalho et al. [2010] and the discussion in section 3).

A boxplot of posterior samples for $\mathbf{β}$ is shown in the left panel of figure 4, and a corresponding plot for the MNP with identity covariance matrix is presented in the right panel. Red colored boxes indicate parameters that are considered nonzero on the basis of the criteria suggested in Carvalho et al. (let $\kappa_{jk} = 1/(1-\tau^2\phi_{jk}^2)$, and consider $\beta_{jk}$ nonzero if $\tilde{\kappa}_{jk}$, the posterior mean of $\kappa_{jk}$, is $> 0.5$). Recent work has shown that this inclusion criterion has optimal properties under a 0-1 loss function (Datta and Ghosh [2012]). Note that of the 60 coefficients in the DO-probit, 56 are effectively shrunk to zero, whereas of the 50 coefficients in the MNP, 39 of them are effectively shrunk to zero. In addition, of the 9 covariates, 6 of them have all 6 coefficients shrunk to zero in the DO-probit, which is the equivalent of excluding that covariate entirely. In the MNP, 5 of these 6 covariates also have all 5 coefficients
effectively shrunk to zero.

Figure 4: Boxplots of posterior samples for $\beta_{1:p}$ for MNP and DO-probit. Red boxes indicate that the coefficient is considered nonzero by the criterion described above.

Figure 5 shows boxplots of the lag 1 through lag 50 posterior autocorrelations in the Markov chains for $\beta$ from the DO-probit and MNP models. The boxes show the interquartile range and the black dots the medians. This confirms that much lower autocorrelations in the DO-probit persist in real applications with larger number of parameters and more complex hierarchical modeling structures. Note that the residual autocorrelation for DO-probit is due mainly to the Metropolis-Hastings steps used to sample the scale parameters for the horseshoe prior, and that parameter expansion or slice sampling could improve the mixing, see Scott [2010]. Table 2 shows quantiles of the effective sample size for DO-probit and MNP estimated on the glass data. The median effective sample size for DO-probit is 3.85 times that for MNP, even in this relatively simple modeling context. The run time per iteration for DO-probit was 1.06 times that of MNP, a difference that is entirely due to the larger number of parameters for DO-probit.

<table>
<thead>
<tr>
<th></th>
<th>10%</th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
<th>90%</th>
</tr>
</thead>
<tbody>
<tr>
<td>DO probit</td>
<td>101</td>
<td>250</td>
<td>1204</td>
<td>3176</td>
<td>6085</td>
</tr>
<tr>
<td>MNP</td>
<td>78</td>
<td>128</td>
<td>216</td>
<td>464</td>
<td>835</td>
</tr>
</tbody>
</table>

Table 2: Quantiles of effective sample sizes for $\beta$ parameters from DO-probit and MNP using 15,000 MCMC iterations with 1000 iteration burn-in.

We assessed out-of-sample prediction on the dataset by randomly holding out 10 percent of observations and estimating the model on the remaining 90 percent, a process that was repeated twenty times. We formed out of sample predictions by taking the posterior mode of the predicted class for each observation in the test set. The full set of 60 (50) coefficients were used for prediction in the DO-probit (MNP) models, which is standard practice for shrinkage priors. Table 3 shows the best, median, and worst misclassification rates for the two models. The results show that the two classifiers are equivalent. Note that for over half of the test datasets, the misclassification rates for the two models were identical.

<table>
<thead>
<tr>
<th></th>
<th>best</th>
<th>median</th>
<th>worst</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probit</td>
<td>0.22</td>
<td>0.38</td>
<td>0.58</td>
</tr>
<tr>
<td>DO-Probit</td>
<td>0.22</td>
<td>0.37</td>
<td>0.60</td>
</tr>
</tbody>
</table>

Table 3: Summary of misclassification rates for 20 random holdouts of glass identification data.

Figure 5: Boxplots of lag-1 through lag-50 autocorrelations for MCMC samples of $\beta_{1:p}$ from MNP and DO-probit.

6 Discussion

The DO-probit model provides an attractive alternative to the multinomial logit and multinomial probit models that overcomes the major limitations of each while retaining many of their attractive properties. Like MNP, DO-probit admits a Gaussian latent variable representation, allowing for simple conjugate updates for regression parameters and application of numerous methods designed for multivariate Gaussian data, a feature that MNL lacks. However, our model does not suffer from the poor mixing and high autocorrelations in MCMC samples that make MNP practically infeasible for use in high-dimensional applications. Unlike MNP and MNL, our model does not require a base category for identification. However, class
probabilities for DO-probit marginal of latent variables are easily calculated, and relative class probabilities are functions only of the regression parameters corresponding to the compared classes, an attractive feature shared with MNL.

The DO-probit link provides a number of possible avenues for future work. The Gaussian latent variable representation of the model allows for extension to nonparametric regression via specifying a Gaussian process prior on the latent variables. Another interesting possibility would be to explore a novel class of discrete choice models by allowing dependence between latent variables, the analogue of a non-diagonal covariance matrix in the MNP. Multivariate unordered categorical response data with covariates is a particularly challenging context in which to develop computationally tractable Bayesian methods. One could potentially allow for dependence in multivariate cases by specifying a prior on structured covariance matrices for the latent Gaussian variables. Another possible application would be to time series of polychotomous variables by specifying AR models on the latent variables. In complex modeling situations such as these, fully Bayesian estimation using DO-probit may be straightforward, whereas the computational challenges of the MNP make these extensions, while theoretically possible, practically infeasible.
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