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Proof of Theorems and Lemmas

Lemma 1. Given a (k, g)-centroid algorithm A and pa-
rameter 6, let A’ = RT5(A). Forany T C X, such that for
ally € Z, d(y, p'(y)) < 6, Zis g(6)|X \ Z|-cost-robust to
X \ T with respect to RT5(A) for the A, (cost) function.

Proof. If d(y, 1/ (y)) < §, then y is not in the noise cluster.
Therefore, there is a cluster C* € C, such that C* C X'\ Z,
and for any C’ # C*,

AY(C) < AY(C'NT) +|C"\I] - g(d)

Therefore, Z is g(d)|X \ Z|-cost-robust to | X'\ Z| with re-
spect to RT5(A) for the A cost function. O

Lemma 3. Let A be the (k, g)-centroid algorithm. For
any Z, if it can be covered with a (p1, p2)-balanced set
of k balls, called B, where each ball has radius r and
the centers of two different balls are at least v > 4r +

2g71(’)1:71”zg(7’)) apart, then A(T) = B.

Proof. Let B ={By,..., By} and for i € [k] let b; repre-
sent the center of B; and D; represent a ball of radius § —r
centered at b;. Let A(X) = C with centers p1, ..., fik.
Let D1 = {D;|D; does not cover any t;} and Dy =
{D;| D; covers more than one 1 }. Since Dy, ..., D;, are
pairwise disjoint, |D1| > |Dz|. Assume in search of a
contradiction that D; # (). For any D; € D, for all
y € Dy, d(y,m(y)) > & — 2r. Consider the following
set of pf,...,puy: If D; includes exactly one center, p;,
then let p1f = ju;, otherwise uf = b;.
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Figure 1. Structure of a data set that is not robust w.r.t RI,(A).
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This forms a contradiction, so without loss of generality
every D; covers a center ;. For ¢ # j and for all y € B;,
d(y, ni) < 5 < d(y, pj). Therefore, A(Z) = B. O
Theorem 6. Let A be the k-means algorithm. For any
r, A > 0, there exists X and T C X, such that rad(Z) < r,
T can be covered with k balls of arbitrarily small radii,

and X has signal-to-noise ratio of % > A\ But, for
any p < |X \ Z|, T is not (1 — 1 )-robust with respect to
RI,(A).

Proof. We repeat the construction from Theorem 2 and
Figure 1 with @ = 2r. Let d; = 4r(25|X| + 1) and
dy = 2(dy 4 2r) 4+ 1. For i € [k], let B; denote a set with
radius 0, such that | B;| > ﬁkﬂ Let By,..., By be

A1
0; be a point on the line that connects Bi, . .., By, such that
d(o1,B1) = dy and d(0;,0;+1) = da (see Figure 1). Let
Z =UepBiand X =T U{o,...,0/x|/(r+1)} Note

IZ|
that X and Z are chosen such that EavA >\

evenly placed on a line of length 2r. For, i € [LMJ} , let
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Similar to Theorem 2, we have that for all y € Z,
d(y, u(y)) > 2r. Since the clusters in any centroid-based
clustering are convex, the center of the cluster contain-
ing any B; is to the right of Z (see Figure 1). Therefore,
By, ..., By are all in one cluster of RI,(A)(X). Each B;
forms a unique cluster in A(Z). Therefore,

A(AZ), A(X)IT) = 1 - o
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Zisnot (1—+)-robust to X'\ Z with respect to RI,,(A). [



