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Abstract

Probabilistic topic models such as Latent Dirich-
let Allocation (LDA) discover latent topics from
large corpora by exploiting words’ co-occurring
relation. By observing the topical similarity be-
tween words, we find that some other relation-
s, such as semantic or syntax relation between
words, lead to strong dependence between their
topics. In this paper, sentences are represent-
ed as dependency trees and a Global Topic Ran-
dom Field (GTRF) is presented to model the non-
linear dependencies between words. To infer
our model, a new global factor is defined over
all edges and the normalization factor of GRF
is proven to be a constant. As a result, no in-
dependent assumption is needed when inferring

assumptions. One unrealistic assumption is that the word-
s in a document are “exchangeable”. It implies that, giv-
en a prior topical mixture, the topics of words in a docu-
ment are conditionally independent. Many extensions have
been proposed to relax this assumption but most of them
are limited to linear topical dependencies between words.
Gruber Gruber et al.2007) assumes that the topic prior of
the words in a sentence is dependent on its proceeding sen-
tence’s. ZhuZhu & Eric, 2010 assumes that topic assign-
ment of awords is dependent on its neighboring words with
similar syntax features. However, words may be dependent
with each other in a much more complex manner. In tex-
t processing, words may depend on each other in a tree
structure according to linguistic knowled@sz({torio et al.
2013. In image processing, superpixels are related with
each other spatiallyf & Li , 2007).

our model. Based on it, we develop an efficien-
t expectation-maximization (EM) procedure for

parameter estimation. Experimental results on
four data sets show that GTRF achieves much
lower perplexity than LDA and linear dependen-

cy topic models and produces better topic coher-
ence.

To confirm the existence of topical dependencies in texts,
we analyzed the documents of Reuters-21578 using stan-
dard LDA (topic number = 10) and then conducted a statis-
tic on the similarity between words on topics. The results
are illustrated in Figure 1.
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1. Introduction

I
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Latent Dirichlet Allocation (LDA), first proposed by Blei
et al. in 2003 Blei et al, 2003, is one of the most widely
used probabilistic topic models. In the past ten years st ha
been successfully used to analyze document collections,
images Chi-Chun & Prasenjjt2011), music Hu & Saul
2009 (Shalitetal, 2013 and videos \einshall et al.
2013.

As pointed out by Blei Blei, 2012, LDA makes several

0.1
cor. doc. nei.(d=45, 40, ..., 5, 1) dep.

Figure 1.Topical similarity between words using LDA

Figure 1 shows the average topical similarity between
words in the same corpus (cor.), document (doc.), neigh-
bring area (nei.) and depended word pairs (dep.) respec-
tively. We have following observations. First, the topical
similarity between words in the same document is much
Proceedings of the31*" International Conference on Machine higher than that in the same corpus. It proves that positive
Learning Beijing, China, 2014. JMLR: W&CP volume 32. Copy- correlation exists among the topics of words in the same
right 2014 by the author(s). document and it is the basis of LDA. Second, the topi-
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cal similarity between neighboring words increases with- Symbol —Description

in a decreasing distance ranging from 45 to 1. It im- ~aword, or a vertex in a grapl

plies that neighboring relation is more significant than co- a topic, or a state of vertex.
occurring relation. This has been proven by many existing the topic mixture of a document.
literaturesZhu & Eric, 201Q(Gruber et al.2007). Third, a document that is composed of a
the topics of semantically or syntactically dependent word N fﬁg‘;ﬁmge?fo‘;v\?vgzs in a document
pairs achieve the highest similarity. It means that the syn- K+ the number of topics. '
tactic or semantic dependencies lead to the strongest topi-
cal dependencies and they are able to provide more useful apje 1.Notations of some frequently occurring variables.
information in topic modeling.

asown g

However, modeling these topical dependencies is a noré-1. LDA and itsextensions

trivial task because of the non-linear structures. The maifg o knowledge, although there are lots of studies focus-
challenge is the generation probability of topic assign-ny on modeling the topical dependencies for LDA, there
ments. The nature of Bayesian model requires that the togg ey existing work that models topical dependencies in

ic assignments should be drawn from a legal probabilityy o1y structure. Most of them are of linear chain structure
measure to make sure that the model won'’t lead to unexs, unidirectional tree structure.

pected biases. However, for distributions that can mod-

el the probability of a set of (mutually) dependent vari- LDA (Blei et al, 2003 is a generative three-layer Bayesian
ables, such as Markov Random Field (MRF) and Condi-model assuming that the topics of words in the same docu-
tional Random Field (CRF), the calculation of the normal-ment are conditionally independent. In LDA, the probabil-
ization factor is usually difficult and to some extent im- ity of a topic sequence is:

possible in some scenarios. To overcome this challenge, "

CTRF (Zhu & Eric, 2010 makes an extra independent as- Praa(Z0) = HMulti(an) @
sumption between word pairs. Even though, it can only

model linear topical dependencies between words. Grabq—ﬁTMM (Gruber et al.2007 model assumes that all words
(Boyd-Graber & Blej 200 proposes a model to make use in the same sentence should be assigned to the same topic

.Of the syntactic in_fo_rma’_[ion available f“’T“ parse trees bUtand the topic of one sentence is dependent on its preceding
it only handles unidirectional dependencies. sentence. For a document, it generates a topic sequence
In this paper, we present a novel method to model nonusing a Markov process:

linear structure topical dependencies. The key of our mod- N

el is the embedding of Global Random Field (GRF) for the Praa(20) = p(21]0) Hp(znlznﬂ, 0) @)
sampling of latent topics over words. Except the multino- 2

mial factors used in conventional LDA model, GRF im-
: ' The strategy of seqLDA L@netal, 2010 and STM
ports a new global factor defined over all edges to mode Boyd-Graber & Blej 2008 is similar but in seqLDA, the

the topical dependencies between words. With some con-_". . ! :
topical dependencies are defined on longer units such as

strains that can be easily satisfied, the normalizatiomfact haot 4in STM q ted ditioned
of GRF is proven to be a constant. As a result, no indeSNaPIers and in » WOrds are generated conditioned on

pendent assumption is needed when inferring our modef.helr parents in the parse trees.

We develop an EM algorithm for parameter estimation andCTRF hu & Eric, 2010 relaxes the independent assump-
experimental results on four different copra show that nontion by defining a linear chain Conditional Random Field
linear dependencies do improve the modelling performancen the topic sequence. It differs from HTMM and STM
when comparing with existing methods. that the topical dependencies in CTRF are mutual instead
ff unidirectional. CTRF defines the probability of a topic

Th t of thi i ized as follows. Secti . ) .
© rest of this paper s organized as 1ollows. - section sequence using Generalized Linear Model (GLM):

gives a brief review of related works and Section 3 present

our model. Inference and parameter estimation are present- (20, a) I1.[6(2nl0, @) (2n, 2ns1]0, a)] 2
i i i I i Petrf(Z|0,a) = L 7

ed in Section 4 anq in Section 5 we C(_)nduct experimentson Petrf S, 1L, [6(z010,a)6(zh, 21116, )] 3)

four corpora. Section 6 concludes this paper.

However, the complexity of the log-partition function
2(0) = >, I1,10(2010,a)¢(2;,, 27,1116, a)] prevents ac-
2. Related Work curate inference of CTRF. CTRF makes an assumption that
In this section we give a brief review of related works. the potential functions(-) of different words (pairs) are
Table2 defines some frequently occurring variables. independent with each other to facilitate the calculatibn o
the expectation of (6).
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There are some lines of research aiming at relaxing othtic dependencies between words in topic model.

er assumptions of LDA. NewmaiDévid et al, 2011 pro-

posed a model using the relation of words directly to modgl Global Topic Random Field

ify the distribution of word generation instead of topical

dependencies. Griffithg&fiffiths et al, 2009 presents a In this section, we present Global Topic Random Field
model that automatically identifies if a word is a function- (GTRF), a new model that can exploit topical dependen-
al word or a content word using a Hidden Markov Mod- cy of arbitrary structures. Given a documehtve at first

el (HMM). Markov Topic Random Field (MTRF)Hal, transform it into a grapli’; using the method discussed in
2009 assums that documents are dependent with each otl$ection2.2

er. Posterior RegulizationGanchev et al.2010 defines

constrains on the latent variables to reduce the searching 8.1. Global Random Field

pace. Our model differs from these methods by modeling

mutual topical dependencies between words in non-lineaPNc€ @ document is represented as a graph, the sampling

structure. of topics can be cast into the sampling of this graph. We
propose a random field called Global Random Field (GRF)

2.2. Graphic Representation of Documents to model thg §amp|ing process. Before presenting GRF, we
start by defining a new distribution.

In most existing research, a document is represented as

unordered collection of words, which is also known as “ba %eoraﬂ 1: Given an undirected grapt =< W, & >

of words" representation. In these studies, the relatiens bgwhe/rev/l// N {uwili = 1’2’."""} Is a set of verticesly =
,wili=1,2,...,m} is the edge set and the state of a

_ - (w]
twee_n words are tota_IIy abandoned_exc_ept the co o_ccur_nnéerte)(w is drawn from a finite Se¥ = {x]i = 1,2, ., k},
relation. Usually, this representation is used to Slmp“fyfunction' T
the the modeling while according to linguistic knowledge, '

words are dependent with each other in a more complex

manner. P(G) = falg) = ﬁ [T o) x 3 6z zum)
weW (w’ w')EE

Dependency pars?ng?&an & qoakim 2_01]) is a natural st 1 ¢(2) >0, d(z,2') >0

language processing tool which can find the syntax or se-

mantic relations between words, and then represents a sen- 2. Z ¢(z) =1

tence into a tree (See FiguPefor example). Most of the =<7

linked words in this tree are tightly related with each oth- 3. ) #(2)e(z"e(, ) =1

er, e.g.,salesandIPhone5 disappointandinvertors In #2'€z 4

practice, we can filter out the edges that link to function “)

words such atheand add new edges using some rules. Folis 5 probability measure.
example, thesubjectand objectof the same verb. In this ) _ ) ) _
way, with the help of a dependency parser, a sentence cdf Equationd, ¢(-) is a function defined on a single vertex

be transformed into a graph conveniently. and¢(-,-) is defined on an edgey is one sample (topic
assignment) of¥ andz,, is the state (topic) of vertex.

disappoint .
- Proof: Let's consider a graplz’ =< W,E’ > that
nsubj 0bj . . .
o contains all vertices but only one edge @ Without
f'ei investors loss of generality, we leE’ = {(wy,ws)} and W™ =
et prengf W — {w1,ws}, then we have:
the iPhone5
I/ far(g) = ] o(20) x 6(zu1,2u,)
/ weWw
new (5)
. B = ] 6w x [6(201)6(20:)$(Zur1s 23]
Sentence: The sales of new iPhone5 disappoint investors. wew -

Figure 2.A dependency tree Summingfs- over all possiblegy, we obtain:

The graphic representation of documents reserves more in®_ fo'(9) = ) { [T 6(zw) x [6(z01)b(2uws) P (2ur s 2,)]

formation than “bagof words” representaion and actually ¢ 9 Twews
has imported linguistic knowledge in it. In the next secfion = H Z (2w) X Z [(2w,)$(2ws )P (21, 2w, )]
we propose a new model based on a carefully designed ran- wew™ zw€2 Zwy Zwy €2

dom field to make use of the non-linear semantic or syntac—= 1
(6)
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By summing over allz’ (one for an edge): To make Equatio® true, we have:

1
felg) = 1 fer(g) =1 7 1— X
zg: |E|§g:%: @ A= A2+ =g (10)
Obsviouly,f:(g) > 0 and therefore it is a legal probability

measure. According to Theorem 1, once Equatid@is satisfied, the

We call a random field with a distribution as in Equa- function defined in EquatioB is a legal probability mea-
tion 4 a Global Random Field GRF) because the item sure.

Z(w/ﬂu”)eE ¢(zw, zu) SUMS over through all edges in Given a topic sequence we can divide the edge sét

G while in MRF or CRF, each factor (potential function) of G into two sets:E andExc. Ee: contains edges that

IS dgfmgd ona cl!que. One may fm(_j that there is no N0 onnect two vertices that have been assigned the same topic
malization factor in Equatiod. This is the advantage of

. o . ; andEy¢ contains the remains. The edgedip are called
GRF with which in the modeling process, we can avoid theCoherent Edges. Then Equatior can be rewritten as:

complex calculation of normalization factor and thus do not
need to make extra independent assumptions.

1 .
Since there is no constrain on the structur&ofall kinds ~ Potr/ (29) = 1E] [T MuitiCzl6) x (|Eelrs + |Exclrs)

of structures are acceptable, ranging from simple stractur wer

: : _ . [ Ec|(1— )
such as linear chain to complex structures such as tree or = H Multi(z,]0) x BT + A2
network. wev

(11)
3.2. Modeling topical dependencies Using GRF

Based on GRF, we propose a new mo@kibal Topic Ran- To derive Equatiorll, we used Equatiod0 and the fact
dom Field(GTRF). GTRF differs from standard LDA and |El = |Ec| + |Enc.

its extensions in the generation of words’ topics. According to our observation, the linked words have higher
topical similarity. To model positive correlations betwee
topics of linked wordsgoher ent edges should be rewar d-

ed. This can be satisfied by choosing\a < 1 and lower

Ao means higher reward to coherent edges.

In GTRF, for documentl, given a topic mixtured (that
drawn from a Dirichlet prior) and its graphic representatio
Gq = {V, E}, the probability of the topic sequenzef d
is modeled by:

L Given distributionr,,, s, then we have the generation pro-

pairy(20) = Il H Multi(zw|0) cedure of a document as follows:
weV
0. Transform documerntinto a graph=,.
XD (Frm M ) (g) 1. Drawd ~ Dir(c).

(whwher 2. Draw a topic sequena@e~ P, ;(z|0)

3. For each ofV word w,, in d:

0 zis false draww, ~ Multi(f., ).
Comparing with Equatior, we can see that the func-

tion defined on the topic of a single word is a Multino- ) . .

mial distribution parameterized byand the function de- In this generation procedure, the topics for a document are

fined on a edge i§0.1—.2\1 + 0.142)5). Obviously sampled at the same time. Topical dependencies between
Ze:Zc Ze Ze . 1

S Multi(|0) = 1 and Multi(z]6) > 0. To satisfy the related words are modeled using GRF which will reward
third constraint, the following equation should hold true: 9raphs that contain more coherent edges.

1 zistrue
where o, =

> [Multi(z,|0) Multi(zy10) 4. Inference and Estimation
X (0 M+ Oy e, N0)] In this section we discuss how to infer the posterior distri-
bution and estimate parameters of GTRF. Although in the
= > (Multi(zy[0) x Multi(z,|0) x A1) conditional probabilityp,:, ¢ (z|6), there is no log-partition

Fw! TR function and as a result the summation over an exponen-
+ Z (Multi(z,]0) x Multi(z,~|0) x X2))  tial number of latent topic assignments can been avoided,

2ot F g pgirf(2|6) contains a global factor summing over all the

= 0TOM+(1— 070N =1 edges which is difficult to calculate. This factor is approx-

(9)  imated using Taylor series in this paper.
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4.1. Posterior Inference E,|Ec| can be calcualted as:

Like LDA and its extensions, GTRF can not be inferred ex-
actly. We develop a variational inference method for GTR-
F. At first we give the probability of a document:

EdEol= > en, Pun (14)

(wn wm)EE

T . . -
p(Wla, B) = /p(9|a)§ :p 120 TT p(wn |2, , B)d0 E,(6" 6) can be obtained according to the definition of
1] Dirichlet distribution:

Parametersy and 5 can not be estimated directly due to

the coupling betweest and 3. We develop a variational Z E,07 = Z 7 7; i (15)
distributionq to approximate:
K
4(0,21v,¢) = Dir(0]y) x [ Multi(z,|¢w,) wherezo = 2" 3
n The rest items inl. can be deducted in the same way as
LDA.

Following the deduction of standard LDA iBlgi et al,

2003, we can write the likelihood of a documentin GTRF 4.2 Parameter Estimation

into:
L £ E,[logp(0]a)] + E4[log p(2l0)] + E,4[log p(w|z, 8)] In the previous subsection, we have completed the deduc-
tion of the likelihood L and it can be represented as a
— Eq[logq(0)] — E4[log q(2)] function of (v, ¢, «, 8, (1, (2, A2). Among these parame-

ters,(1, (s are used for Taylor approximation and they can
All items except the second one can be expanded as in lhe embedded with the values(df— ;)| Ec| + A\2| E|676
DA. Here we only expand the second item to save space: and|E|676 in the previous iteration respectivelys is an
hyper parameter and it's value is determined by data obser-
vations or other methods. The updating rulesdaand 3

By logp(20)] are the same as in LDA and we omit them to save space.
_ : |Ec|(1 = X2) + Xo|E]070 Here we give the updating rules for
=E, {log (H Multi(zw,, |0) x E[6T6 ) g p g 0
=E,[log (H Multi(zuw, |0))]

" 1—X2
Wi iv W (i Wi
+,[log (|1~ X2) + 2al E670)] P e ( AR )
—E,[log (|1E1070)] (16)
(12)

In Equation16, ¢ is the index of topic and is the index
of w, in the vocabulary and,,, is one of the words that
semantlcally or syntactically dependenteopn. From this
%quatlon we can see that onke< 1, ¢, , the topic dis-
tribution of wordw,, will obtain positive mass fromu,,
and therefore after iterations the topic distributionsari-c

E, [log (1 — Aa)[Ec| + M| E[676)] — E, [log (|E1676)] nected words will approach the same.
Unfortunately, we can not obtain the direct updating rule
~Eq [ (1 = A2)|Ec| + A2 E[070) — 1+ log 1] for v. As a suboptimal strategy, we updatesing Newton
method and here is the derivationbfa.r.t. ~:

In the last line, the first item is the same as the likelihood in
piae W.I.t the variational distribution. The second and third
item can not be calculated directly so we use Taylor serie
to approximate them and we have:

—Eg[¢ 1 (1E1076) — 1 +log (]

oL v
= (1 = A2) E,(|Ecl) - (Cl G2z |E|> E,(670) oy T Z%"z %) = o)

G il (17

G- g 2w+ 1)
+10g G1 — log s oy (Z ot D) )
(13)

R K .
In Equationl13, we use the fact thd#|, which is the num- whereyo =3.;" 7:-
ber of edges itz 4, is a constant w.r@ ;. The reward given Clearly, the time complexity og— isO(N + K) whereN
to coherent edges is controled hy. is the number of words of current document axds the
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number of topics. Therefor%’,% can be compute efficient- Dataset #ofdocs  #ofunique  Avg # of words

ly. i words per doc
Reuters-21578 16,844 13,054 75

With the aboving updating rules, we leverage an EM algo- 20NewsGroup 18,828 27,456 108

rithm to estimate parametessand /3 and the procedure is Igll\';f 11600040 21059%175 21579094

substantially the same as in LDA. At the very beginning, : : :

« andg are averagely sampled. Then for each iteration, in

E-step, the algorithms find the bestand ¢ for currenta Table 2.1llustration of datasets

andg; in M-step,a andg are updated using the obtaingd

ande.

ford Parset (Marneffe et al, 2009. New edges are added
between thesubjectandobjectof the same verb and stop-
words and the edges connecting to them are removed after
In this section, we conduct several experiments to compardependency parsing.

GTRF model with standard LDA and CTRF. We choose L-

DA and CTRF for two reasons. First, LDA is chosen as a5.2. Experiments setup

baseline that makes no use of relation between words. Sec- _ - . .

ond, as far as we know, CTRF is the only exiting model car 0llowing most existing studies on topic model, we test

model mutual topical dependencies between words whicRY model and cqmparison methoc_is in Fioqument modeling
is similar to our model. STM, HTMM and SeqLDA are and evaluate their performance usprgdicative per plex-
eiéy (Blei et al, 2003. For all datasets, we train models with

r{.}/_\/0 thirds of documents and calculate predicative perplex-
ity on the unseen one third of documents.

5. Experiments

nice models but they focuses unidirectional dependenci
between words or chapter so they are not chosen as co
parison models in this paper.

Because the topics of ICML and NIPS data are more con-
5.1. Datasets centrated and the number of documents is fewer, it is not

. . roper to assume that they contains large number of topic-
We use four datasets in our experiments, two are news dog- P Y 9 P

. Therefore, we test all three models on ICML and NIPS
uments and two are research papers. The four datasets us&%a with topic number&” = 10, 15, 20, 25. For the oth-
in this paper are: A

er two dataset, we test all three models with topic number
Reuters-21578 It contains 21,578 documents appeared onX = 10, 20, 50, 100. In our GTRF model, there is a con-
Reuters newswire in 1987. trol parameten, that can not be estimated directly and we

20NewsGrougs A collection of approximately 20,000 test GTRF with}; = 0.2,0.4,0.6,0.8.

newsgroup documents.
NIPS datd (A. et al, 2007: The accepted papers of NIPS . - :
from 2000 to 2005, We compare GTRF with existing models in three ways.
First, we compare their performance on document model-
ICML data The accepted papers of ICML from 2007 to ing with perplexity. Then we test the topical similarity of
2013. words modelled by GTRF to find if GTRF can better model
Table 5.1 illustrates these four datasets. As iIIustrated,the dependencies between words in the dpcuments. Atlast
these four datasets are of two different kinds. Retures™® conduct a case study to show the topical coherence of

21578 and 20NewsGroups contain more documents bift4" model.
with shorter length while NIPS and ICML data contain Document Modeling

less documents but with longer length. What's more im-_ . _ .
portant, the former two datasets are news articles so the igure3 and Figured illustrates the experimental results.
Ve repeat each experiment five times and the perplexity

may cover more topics than the two research paper datase -
alues shown here are the average values. Unsurprisingly,

s. We choose these two kinds of datasets intentionally t

test GTRF's performance in different scenarios. oth _CTRF and GTRF perform much better than standard
LDA in all four corpora because both CTRF and GTRF

To implement GTRF, we parse all documents using Stanuses extra information rather than co-occurring relatin t

EEETVTIN discover topics.

5.3. Experimental resultsand analysis

http://www.daviddlewis.com/resources/testcollecsion
reuters21578/ The comparison between the results of CTRF and GTRF is

zhttp://quone.com/jason/20Newsgroups/ interesting. For the ICML and NIPS data, GTRF produces
http://ai.stanford.edu/ gal/Data/NIPS/

“http://nip.stanford.edu/software/lex-parser.shtml



On Modelling Non-linear Topical Dependencies

—e—LDA —=—CTRF GTRF(0.8) —e—LDA —=—CTRF GTRF(0.8)
GTRF(0.6) —=—GTRF(0.4) GTRF(0.2) GTRF(0.6) —=—GTRF(0.4) GTRF(0.2)
2400 1200
2000 1000
> = |
% 1600 £ a0 —
= 1200 = T
& \ & 600 =
& 800 a
400 ‘ 400
0 200 J
10 15 K 20 25 10 20 K 50 100
(a) ICML (a) 20NewsGroup
—e—LDA —=—CTRF GTRF(0.8) —e—LDA —=—CTRF GTRF(0.8)
GTRF(0.6) —=—GTRF(0.4) GTRF(0.2) GTRF(0.6) —=—GTRF(0.4) GTRF(0.2)
1400 1200
1200 1000
> 1000 ‘ [
X 800 A 800 |
4
2 600 *\‘\,\; & 600 !
& a0 . 400
200 ‘ ‘
0 200
10 15 K 20 25 10 20 K 50 100
(b) NIPS (b) Reuters-21578

Figure 4.Experimental results on 20NewsGroup and Reuters-

Figure 3.Experimental results on ICML and NIPS data.
21578.

A2 0.2 0.4 0.6 0.8
ve 0.2287 0.1422 0.0946 0.0756

much lower predictive perplexity than CTRF whenval-

ues from 0.8t0 0.2 (see FiguBg While for Reuters-21578
and 20NewsGroups data, CTRF performs better than GTR-
F when), is greater (>0.6)(see Figu#. As discussed in Table 3.The variation coefficient ok..
Section3, lower A2 means higher reward to coherent edges,

so one possible reason is that the length of news articleg o Taple3 we can see that the variation coefficient of
IS sh.ort. SO that depehdengy bet\_/veen r.elated words is NPhe perplexity increases with the decreasing\ef This
so significant comparing with neighboring words. In fac- suggests that although lowas produces lower perplexity,

t, we can see that the improvements of CTRF and GTRRy,o stability of GTRF decreases as well. The most possible

onICML and NIPS data are greater than on Reuters-2157g, 14, is that we reward all coherent edges evenly while
and 20NewsGroups. It can be explained with the same reg¢ gy idn't be. In our future work we will try to classi-

son. fy edges according to lexical or statistic features and then

According to the results illustrated in FiguBeand4, we  reward them in different manners.
can see that loweh, always leads to lower perplexity.

However, it doesn’t mean that, should be given a tiny oo MERLOA

value (e.g., 0.1 or even smaller). In experiments, we finc 0.5 I GTRF |

that GTRF is to some extent sensitive)tp and lower\, £ o4

tends to lead to lower stability. TabBshows the variation % 03

coefficient of the perplexity for different, (averaged on o2} "

all 4 datasets). The variation coefficient of perplexites i o LWL i e o

calculated by:

Figure 5.Topical similarity between words using GTRF.
o(perp) 8)

oAy = L perp)

Topical Similarity

whereo(+) is the standard derivation and-) is the mean. As an echo of the data observation illustrated in Figlre
The coefficient of variation is a normalized measure (w.r.tFigure 5 shows the topic similarity between words mod-
the mean). Higher variation coefficient indicates more dis-eled by GTRF, CTRF and LDA on Reuters-21578 (top-
persion exists from the average value, which means loweic number = 10). Comparing with what shown in Figure
stability to our method. 1, the topical similarity in the same corpus keeps almost
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The U.S. congress and the oil industry are deeply divided on ways the government should assist the
industry, hurt by the sharp fall in oil prices, and the subsequent growth in oil imports, industry analysts said.
“The industry is deeply divided between those who support an oil tariff and those who believe tax
incentives are better.” Said Daniel Yergin, director of Cambridge Energy research associates, which

recently completed a survey of'the U.S. congress on energy issues.

The U.S. congress and the oil industry are deeply divided on ways the government should assist the
industry, hurt by the sharp fall in oil prices, and the subsequent growth in oil imports, industry analysts said.
“The industry is deeply divided between those who support an oil tariff and those who believe tax

incentives are better.” Said Daniel Yergin, director of Cambridge Energy research associates, which

recently completed a survey of'the U.S. congress on energy issues.

Figure 6.An example of the comparison between GTRF and LDA.

(top: LDA, bottom:GTRF. Each color stands for a topic.)

the same while the similarity in GTRF and CTRF betweenit will brings potential risk to our model. In a more realcsti
co-occurring words, neighboring words are much highermanner, we should reward coherent edges discriminatively
In particular, GTRF outperforms CTRF on the similarity according to their lexical or statistical features instefd
between dependent words. No one would deny that theseward them evenly. This is our future work.
word pairs should have higher topical similarity. This con-
trast proves that GTRF complies human cognition bette@ Conclusions
than CTRF and LDA.
In this paper, we have proposed a novel model, Global Top-
ic Random Field (GTRF) that aims at discoverring latent
Figure 6 shows the comparison of topic assignments oftopics from large achieve of documents by exploiting topi-
GTRF (K = 10,Ay = 0.4) and LDA (K = 10) on the cal dependencies between semantically or syntactically de
same document. In LDA, a word is assigned to the sam@endent words. While existing models assume that words
topic no matter how many times it occurs and no matterin the same document are evenly related, GTRF makes a
what its context is. As a contrast, GTRF can assign differmore reasonable assumption that these words should have
ent topics to different occurrences according to the cdntex higher topical similarity. We had investigated data obser-
For example, in the first row, GTRF assigns “oil" and “in- vations to confirm this assumption. To model the complex
dustry" the same topic and thus leads to higher topic coheldependency structures that can not be modeled by existing
ent. We also test the result of CTRF, it can to some extentodels, we have proposed GRF, a random field with a sim-
assign same topic to adjacent words but failed to deal witlple probability function. By integrating GRF into LDA, our
long distance word pairs or triples such as “government ..GTRF model can both model complex structures and be in-
assist... industry". ferred conveniently. We also have developed a variational
. *’nference and efficient EM algorithm to estimate GTRF's
In conclusion, the reason for the good performance o : ) )
parameters and conducted series of experiments on differ-

GTRF is on two-fold. First, GTRF integrates more infor- ent kinds of corpora. Experimental results show that GTR-

mation than existing models. GTRF is to some extent
achleves significantly better performance than existing
semi-supervised model because the dependency parser is
start-of-the-art models.

trained on human annotated data. Therefore, importing de-
pendency parser is somehow equivalent to importing hu-

man linguistic knowledge. Secondly, when inferring GTR- Acknowledgment
F, we make no extra assumption which means GTRF wil
treat different priors evenly. However, there is one more
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reward coherent edges more and leads to lower perplexity,
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