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1. Miscellaneous

The detailed implementation of replay using our notations is given in algorithm 1. Note that apart from notations, no modification are made. Figure 1 is the same experiment as in section 6.1 but with a non-contextual algorithm UCB. Although the improvement compared to the state of the art is significant, it was not included in the main paper for lack of space. The figure about LinUCB (figure 2) that we did include in the main paper is more informative as it exhibits both the importance of Jittering and the improvement brought by our method compared to the state of the art.

Algorithm 1 Replay method (Langford et al., 2008; Li et al., 2011).

Remark: for the sake of the precision of the specification of the algorithm, we use a history $h$ which is the list of triplets $(x, a, r)$ that have yet been used to estimate the performance of the algorithm $A$. The goal is to avoid hiding internal information maintenance in $A$; a real implementation may be significantly different for the sake of efficiency, by learning incrementally.

Input:
- A contextual bandit algorithm $A$
- A set $S$ of $L$ triplets $(x, a, r)$

Output: An estimate of $g_A$

$\mathcal{h} \leftarrow \emptyset$
$\hat{G}_A \leftarrow 0$
$T \leftarrow 0$

for $t \in \{1..L\}$ do
  Get the $t$-th element $(x, a, r)$ of $S$
  $\pi \leftarrow A(h)$
  if $\pi(x) = a$ then
    add $(x, a, r)$ to $h$
    $\hat{G}_A \leftarrow \hat{G}_A + r$
    $T \leftarrow T + 1$
  end if
end for
return $\frac{\hat{G}_A}{T}$

Figure 1. Mean of the absolute value of the difference between the true CTR of a UCB and the estimated one for different methodologies. Conducted on artificial dataset as described in the section 6.1 of the main paper. The lower, the better. Jittering is useless here because UCB does not use the context.
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