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1. Proof of Propositions 3.3

For all z ∈ R, |eiz − 1− iz| ≤ |z|
2

2 , implying that

ρ2
k(θ1, θ2) = ‖k(·, θ1)− k(·, θ2)‖2H = 2k(0)− 2k(θ1 − θ2)

= 2

∫
Rp

(1− ei〈x,θ1−θ2〉)dν(x) ≤
∫
Rp

〈x, θ1 − θ2〉2Rp dν(x)

≤ ‖θ1 − θ2‖22
∫
Rp

‖x‖22dν(x),

hence ‖θ1 − θ2‖2 ≥ ρk(θ1,θ2)√∫
Rp
‖x‖22dν(x)

, which implies the re-

sult.

2. Proof of Theorem 3.4
Let

FL := {f : Θ 7→ R s.t. ‖f‖L ≤ 1},

where ‖f‖L := sup
θ1 6=θ2

|f(θ1)−f(θ2)|
ρk(θ1,θ2) is the Lipschitz con-

stant of f .

It is well-known ((Dudley, 2002), Theorem 11.8.2) that in
this case ‖P − Q‖FL is equal to the Wasserstein distance
(also called the Kantorovich-Rubinstein distance)

dW1
(P,Q) = inf

{
Eρ(X,Y ) : L(X) = P, L(Y ) = Q

}
,

(1)
where L(Z) denotes the law of a random variable Z and
the infimum on the right is taken over the set of all joint
distributions of (X,Y ) with marginals P and Q.

Let f ∈ H - the RKHS associated to kernel k, and note
that, due to the reproducing property and Cauchy-Schwarz
inequality, we have

f(θ1)− f(θ2) = 〈f, k(·, θ1)− k(·, θ2)〉H
≤ ‖f‖H‖k(·, θ1)− k(·, θ2)‖H = ‖f‖H ρk(θ1, θ2).

Therefore, Fk ⊆ FL, hence ‖P − Q‖Fk ≤ ‖P − Q‖FL .
Hence, convergence with respect to ‖ · ‖FL implies conver-
gence with respect to ‖ · ‖Fk .

By the definition of Wasserstein distance dW1 , we have

dW1
(δ0,Πl(·|Xl)) = (2)∫

Θ

ρk(θ, θ0)dΠl(θ|Xl).

Let C1 be a large enough constant. Using (2) and assump-
tion 3.1, it is easy to see that

dW1
(P0,Πn(·|X1, . . . , Xn))

≤
(
C1

C̃
εn

)1/γ

+ C2

∫
h(Pθ,P0)≥C1εn

dΠn(·|X1, . . . , Xn),

where C̃ is a constant in assumption 3.1 and C2 =
sup
θ1,θ2

ρk(θ1, θ2) ≤ 1
C̃1/γ

by assumption 3.1. s It remains

to estimate the second term in the sum above: this is done
exactly as in the proof of Theorem 2.1 in (Ghosal et al.,
2000). Following these steps and using the assumption that
e−Klε

2
l /2 ≤ εl, the result is easily deduced.

3. Proof of Corollary 3.5
Remark 3.1. The equation and theorem numbers in this
proof refer to the main file.

It is enough to apply Theorem 2.1 with ν = 0 to the inde-
pendent random measures Πl(·|Gj), j = 1, . . . ,m. Note
that the “weak concentration” assumption (3) is implied by
(14).
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