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Abstract
We propose two new algorithms for the sparse re-
inforcement learning problem based on different
formulations. The first algorithm is an off-line
method based on the alternating direction method
of multipliers for solving a constrained formu-
lation that explicitly controls the projected Bell-
man residual. The second algorithm is an online
stochastic approximation algorithm that employs
the regularized dual averaging technique, using
the Lagrangian formulation. The convergence of
both algorithms are established. We demonstrate
the performance of these algorithms through sev-
eral classical examples.

1. Introduction
As an approximation technique for problems involving
Markov Decision Processes (MDP), reinforcement learn-
ing has been applied to such diverse fields as robotics (Ben-
tivegna et al., 2002), helicopter control (Ng et al., 2006),
and operations research (Proper & Tadepalli, 2006), among
many others. The problem of approximating the value
function of an MDP is central in reinforcement learning,
where the model information is usually unavailable, and
even noisy samples of the true target function values are
not accessible. When the state space is large or infinite-
dimensional, such a task is often accomplished through the
linear approximation architecture, under which the hypoth-
esis space is spanned by a set of K basis functions or ‘fea-
tures’ (Tsitsiklis & Van Roy, 1996). The least-squares tem-
poral difference (LSTD) (Bradtke & Barto, 1996) learning
and gradient-based TD learning (Sutton et al., 2009) have
been effective ways of learning a linear representation of
the value function by using realized trajectory samples. It
has become increasingly clear that learning a sparse rep-
resentation of the value function can prevent over-fitting
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and improve generalization performance, especially with
the presence of a large number of features or a limited num-
ber of samples (e.g., (Kolter & Ng, 2009)).

In this paper we approach the sparse reinforcement learning
problem with a new constrained formulation that explicitly
controls the projected Bellman residual (PBR) and a popu-
lar Lagrangian formulation based on l1-regularization. We
propose tailored optimization algorithms for solving each
of these two sparse reinforcement learning problems, in-
cluding: 1) an efficient off-line off-policy learning algo-
rithm using the alternating direction method of multipliers
(ADMM) (Eckstein & Bertsekas, 1992) with a proximal
gradient step, and 2) a novel online stochastic approxima-
tion algorithm that combines elements from the regularized
dual-averaging method (Xiao, 2010) and the least mean
squares technique. Convergence results are established for
both algorithms. We demonstrate through experiment re-
sults that regularized PBR minimization might be prefer-
able over regularized minimization of the fixed-point slack
for value function approximation.

The rest of this paper is organized as follows. Section 2 re-
views reinforcement learning with approximate value and
policy iterations, and TD learning. The main contribution
of this paper is presented in Sections 3 and 4. Section 3 in-
troduces the constrained and the Lagrangian formulations
for sparse value function approximation and their exten-
sions to the Q-function. The two new off-policy learn-
ing algorithms and their convergence proof are presented
in Section 4. We discuss related existing work in Section
4.4 and present experiment results against LSTD and two
other sparse reinforcement learning algorithms in Section
5. Finally we conclude the paper in Section 6.

2. Background and Preliminaries
In a Markov Decision Process (MDP), the state-action pair
is denoted by (x, u) ∈ X×U(x), whereX and U(x) are the

1The work was completed when the first author was a summer
intern with ExxonMobil Corporate Strategic Research in 2012
working towards a Ph.D. degree at Columbia University, New
York.
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set of states and the set of compatible actions respectively.
The set of state indices is S. The immediate reward by ap-
plying u to x is r(x, u). We use the capital letters X and R
to denote the random variable versions of x and r. Hence
the random reward R(t) := R(X(t), π(X(t))). π denotes
a particular policy mapping from a state to a compatible ac-
tion, i.e. π(x) ∈ U(x). The value function, V π : X → R
is defined as V π(x) = E [

∑∞
t=0 γ

tR(t) | X(0) = x], with
the discounting factor γ ∈ [0, 1). V π satisfies the Bell-
man’s equation: for x ∈ X ,

V π(x) = r(x, π(x)) + γ
∑
y∈X
P(x, π(x),y)V π(y), (1)

where P(x, u,y) is the transition probability from state x
to state y by applying action u. The transition probabil-
ities and the reward distribution are generally not known.
The optimal value function V ∗(x) satisfies the Bellman’s
optimality equation:

V ∗(x) = max
u∈U(x)

r(x, u) + γ
∑
y∈X
P(x, u,y)V ∗(y) (2)

Define the Bellman operator Tπ by the right-hand-side of
(1) so that Tπ(V π) := V π , and similarly, the Bellman op-
timality operator T ∗ by the right-hand-side of (2) so that
T ∗(V ∗) := V ∗.

2.1. Value Function Approximation

For problems with a large state space, evaluating V (t) ex-
actly can be infeasibly expensive. A natural approach is to
approximate V by Ṽ through some compact representation
with a parameter β ∈ RK . The most common approxima-
tion architecture is linear function approximation (Tsitsik-
lis & Van Roy, 1996), i.e.

Ṽ (t)(x) =

K∑
k=1

βkφk(x) = Φ(x)Tβ (3)

φ(x) defines a K-dimensional feature vector for the state
x and is part of the design architecture.

2.2. Approximate Policy Iteration

We consider the following state-action value function

Qπ(x, u) := E

[ ∞∑
t=0

γtR(t+1)|X(0) = x, U (0) = u

]
,

which offers the flexibility of specifying the initial action u.
In approximate Policy Iteration, the tasks of policy evalua-
tion and policy improvement are separated. Given a partic-
ular policy π, we approximate the state-action value func-
tionQπ(x, u) by using function approximation techniques.
An improved policy π+ is then built upon Qπ(x, u), and
the iterations continue till convergence. Our approach for
learning the optimal policy falls into this class of methods.

2.3. Temporal Difference (TD) Learning

With the transition probabilities and the reward distri-
bution unknown a priori, the value function V π with
regard to the underlying policy π has to be learned
through a set of n transition observations (or samples)
{(xt, ut, rt+1,yt+1)}nt=1. The most common approaches
include TD Learning (Sutton, 1988) and the Least Squares
TD (LSTD) (Bradtke & Barto, 1996). Defining the tempo-
ral difference associated with the transition from time t to
t+ 1 by

δt+1 = rt+1 + γṼ (t)(yt+1)− Ṽ (t)(xt), (4)

TD Learning with linear value function approximation (3)
takes the following form (Tsitsiklis & Van Roy, 1997):{

δt+1(β) = rt+1 + γφ′>t+1β − φ
>
t β

βt+1 = βt + αtδt+1∇βṼ (t)(xt).
(5)

where the short-hand notation φt := φ(xt), φ′t+1 :=
φ(yt+1) denote the feature vectors.

The LSTD algorithm solves the linear system

Ã(n)β = b̃(n) (6)

where Ã(n) := 1
n

∑n
t=1(φt(φt − γφ′t+1)>), b̃(n) :=

1
n

∑n
t=1(rt+1φt). We will drop the superscripts for sim-

pler notation. Loosely speaking, the overall idea here is
to sample the unknown state transition probabilities from
a sequence of state trajectories, and to construct the sub-
space within which the value function could be well ap-
proximated in linear form.

For compact notation, we replace the summation terms in
(6) by the matrix forms:

Ã :=
1

n
(Φ̃
>

Φ̃− γΦ̃
>

Φ̃
′
) (7)

b̃ :=
1

n
(Φ̃
>
R̃). (8)

where Φ̃ :=
(
φ1, · · · , φn

)> ∈ Rn×K , Φ̃
′

:=(
φ′2, · · · , φ

′
n+1

)> ∈ Rn×K , R̃ :=(
r2, · · · , rn+1

)> ∈ Rn. In addition, we define

G̃ := n(Φ̃
>

Φ̃)−1. We note that Ã b̃ and G̃ may be viewed
as sample averaged approximation to the following ensem-
ble avaerage terms: A := E[φ(X)(φ(X) − γφ(Y ))>],
b := E[Rφ(X)] and G := E[φ(X)φ(X)>]−1.

3. Sparse Reinforcement Learning
The linear value function approximation architecture poses
two conflicting requirements on the size of the feature
space: First, a compact representation of the value func-
tion, desired for both computational and storage consider-
ation, calls for a small number of features; On the other
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hand, a better approximation to the value function requires
a rich feature space which implies a relatively large number
of features. However, as we saw above, the linear system
for LSTD may not even be invertible with the number of
features larger than the number of samples. This motivates
feature selection, or more precisely, learning a sparse rep-
resentation out of a large number of basis functions.

A common loss function, which both the GTD2/TDC
(Sutton et al., 2009) and LSTD methods minimize,
is based on the projected Bellman residual (PBR):
LPBR(β) := ‖Ṽ −ΠTπṼ ‖2S, where S is a diagonal matrix
whose diagonal entries represent the stationary distribution
of states in the input data, and Π = Φ(Φ>Φ)−1Φ>

1 is the orthogonal projector onto the feature space.
The norm ‖x‖S :=

√
x>Sx. With linear value func-

tion approximation it can be shown that LPBR(β) =
E[δ(β)φ(X)]>E[φ(X)φ(X)>]−1E[δ(β)φ(X)] =
‖Aβ − b‖2G. The corresponding empirical loss ˆLPBR

can be obtained by replacing A,b,G with Ã, b̃, G̃:
ˆLPBR(β) := ‖Ãβ − b̃‖2

nG̃
, and the sample based feature

space projector is given by Π̂ = Φ̃(Φ̃
>

Φ̃)−1Φ̃
>

.

We now discuss two different formulations of sparse TD
learning through the l1-regularized empirical PBR mini-
mization.

3.1. Constrained Formulations

We first propose a constrained formulation where we have
explicit control of the PBR:

min
β

{
‖β‖1 | LPBR(β) ≤ ε2

}
. (9)

In the offline setting with finite samples, we solve the em-
pirical version of the above problem

min
β

{
‖β‖1 | ‖Ãβ − b̃‖nG̃ ≤ ε

}
. (10)

When K > n and ε = 0, it is a special case of finding the
sparsest solution that satisfies the projected Bellman fixed-
point equation and is also known as the basis pursuit prob-
lem.

We define d̃ := Π̂R̃, C̃ := γΠ̂Φ̃
′−Φ̃ as in (Geist & Scher-

rer, 2012) and reformulate (10) into

min
β

{
‖β‖1 | ‖d̃ + C̃β‖ ≤ ε

}
. (11)

The empirical PBR loss term used in (11) is equivalent to
that used in (10) since

‖C̃β + d̃‖2 = ‖Π̂(R̃+ γΦ̃
′
β − Φ̃β)‖2 = ‖b̃− Ãβ‖2

nG̃
.

1When the Grammian matrix is not invertible, we can use its
Moore-Penrose pseudoinverse.

Note that (11) is exactly the basis pursuit denoising
(BPDN) problem. It finds the most sparse solution that sat-
isfies the given tolerance on the PBR. The Euclidean pro-
jection onto the l2 ball can be computed in closed-form, fa-
cilitating the development of a fast optimization algorithm.

3.2. Lagrangian Formulation

We consider the Lagrangian formulation of problem (9):

min
β

1

2
LPBR + ρ‖β‖1. (12)

Existing works have focused on offline algorithms for solv-
ing the empirical version of this problem with LPBR re-
placed by L̂PBR. The empirical version can be treated as
a vanilla unconstrained Lasso problem, so that many exist-
ing solvers can be directly applied, including LARS (Efron
et al., 2004), FISTA (Beck & Teboulle, 2009), and FPC-BB
(Hale et al., 2008). However, the stochastic version (12) is
more challenging to solve, as also mentioned in (Liu et al.,
2012). In Section 4.2, we propose a novel online algorithm
for solving the stochastic optimization problem (12).

3.3. Extension to the Q-Function

It is straightforward to extend the above algorithms to
estimate the state-action value function (Q-function) and
integrate them into the policy iterations by following
(Lagoudakis & Parr, 2003). The feature vector φ(x) ∈
RK is augmented to φ(x, u) ∈ RK×|U|. The defini-
tions of Φ̃ and Φ̃

′
are modified accordingly to incor-

porate the additional argument u. The Bellman equa-
tion, which Qπ satisfies, is Qπ(x, u) = r(x, u) +
γ
∑

y∈X P(x, u,y)Qπ(y, π(y)), x ∈ X .

4. Learning Algorithms
Our approaches for solving the constrained formulations
(BPDN (11)) is based on ADMM, which has been applied
extensively in solving machine learning problems. For
the Lagrangian formulation (12), we develop a specialized
stochastic gradient descent method which is based on two
approximation sequences of different speed.

4.1. BPDN (Offline)

We first explain an inexact version of the ADMM (Yang &
Zhang, 2011), which was originally developed for solving
compressed sensing problems. We apply variable-splitting
to (11) and reformulate the problem into

min
β

{
‖β‖1 + I(‖α‖ ≤ ε) | d̃ + C̃β = α

}
. (13)

The augmented Lagrangian of this constrained problem is
L(α,β,v) = ‖β‖1 + I(‖α‖ ≤ ε)− v>(d̃ + C̃β −α) +
1
2µ‖d̃ + C̃β −α‖2, where v is the Lagrange multipliers.
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For solving for α, we minimize minα L(α,β,v), which
is equivalent to the following Euclidean projection problem
onto the L2 ball,

min
α

{
1

2
‖α− c‖2 | ‖α‖ ≤ ε

}
, (14)

where c = d̃ + C̃β − µv. The solution to the above pro-
jection problem is given by

α =

{
c, if‖c‖ ≤ ε
ε c
‖c‖ , otherwise. (15)

The subproblem w.r.t. β is

min
β

1

2
‖C̃β + d̃−α− µv‖2 + µ‖β‖1. (16)

Define f(β,α) := 1
2‖C̃β + d̃ − α − µv‖2, then

∇βf(β,α) = C̃>(C̃β+ d̃−α−µv), which is Lipschitz
continuous with a Lipschitz constant L = λmax(C̃>C̃),
where λmax denotes the largest eigenvalue. Problem (16)
is a Lasso problem itself, and we can employ any Lasso
solver as a subroutine. However, this step becomes very
expensive in this way. Instead, we take a proximal gradi-
ent step to solve this subproblem approximately, which is
much cheaper computationally. Specifically, given βt and
α, we solve

min
β

1

2
‖β − (βj − τ∇βf(βj ,α))‖2 + τµ‖β‖1, (17)

which has a closed-form solution βj+1 = Sτµ(βj −
τ∇βf(βj ,α)), where Sη(·) := max(| · | − η, 0) is the
shrinkage operator (Tibshirani, 1996) with the shrinkage
parameter η, and the operation is component-wise. It can
be shown that ADMM with this proximal step converges if
τ < 1

λmax(C̃>C̃)
. The stopping criteria that we use in the

implementation is based on the primal and dual residuals
(Boyd et al., 2010). A major advantage of this algorithm is
that it is a first-order method, requiring only matrix-vector
multiplications. The iterations are thus very fast to compute
and simple to implement. We state the inexact ADMM al-
gorithm in Algorithm 1.

Algorithm 1 ADMM-BPDN

1: Given C̃, d̃, µ, τ, ε.
2: for j = 0, 1, · · · do
3: c← d̃ + C̃βj − µvj
4: αj+1 ← (15)
5: βj+1 ← Sτµ(βj − τ∇βf(βj ,αj+1))

6: vj+1 ← vj − 1
µ (d̃ + C̃βj+1 −αj+1)

7: end for

4.2. L1-regularized PBR minimization (Online)

We describe our online algorithm for solving the un-
constrained stochastic optimization problem (12). The
algorithm is inspired by the regularized dual averag-
ing (RDA) algorithm (Xiao, 2010) with a specialized
stochastic approximation of the LPBR gradient. The
gradient of LPBR(β) is ∇LPBR(β) = E[(φ(X) −
γφ(Y ))φ(X)>]E[φ(X)φ(X)>]−1E[δ(β)φ(X)]. Note
that the finite sample approximation ˆLPBR used in BPDN
is a biased estimate of LPBR(β). Likewise, the direct fi-
nite sample approximation of the gradient is also biased
without double sampling the next state Y . To get around
this problem, we adopt the approach of (Sutton et al.,
2009) for GTD2 and use an auxiliary variable ω to ap-
proximate E[φ(X)φ(X)>]−1E[δ(β)φ(X)]. The gradient
can now be estimated by sample approximation ∇̃ft(β) =
∆t(φ

>
t ωt), where ∆t = γφ′t+1 − φt. The auxiliary vari-

able ω is updated by Least Mean Square (LMS) rule as in
(Sutton et al., 2009). Each iteration of our algorithm then
solves the following problem

min
β
〈∇̄ft,β〉+ ρ‖β‖1 +

c

2
√
t
‖β‖2

where ∇̄ft = 1
t

∑t
s=1 ∇̃ft(β

(s)) is the time average of
the gradient approximations, and c is a positive constant.
Note that the coefficient for ‖β‖2 above corresponds to the
scaling factor Lt = c

√
t

2 as defined in (Xiao, 2010). The

solution to this problem is β(t+1) = S√tρ
c

(
−
√
t
c ∇̄ft

)
.

We state the RDA algorithm with the customized gradi-
ent approximation in Algorithm 2. The computational and
storage complexity of each iteration is linear O(K).

Algorithm 2 RDA with LMS update
1: Given ω0, γ, c, {ηt}, ∇̄f0 = 0.
2: for t = 1, · · · , Tmax do
3: ∆t ← γφ′t+1 − φt
4: ∇̃ft ←∆t(φ

>
t ωt−1)

5: ∇̄ft ← 1
t ((t− 1) ¯∇ft−1 + ∇̃ft)

6: ωt ← ωt−1 + ηt(δt+1(βt−1)− φ>t ωt−1)φt
7: βt ←

√
t
c Sρ(−∇̄ft)

8: end for

4.3. Convergence Analysis

Both of the proposed algorithms enjoy guaranteed conver-
gence properties. We establish the convergence results in
Theorems 4.1 and 4.2 below.

4.3.1. BPDN-ADMM (OFFLINE)

Theorem 4.1. For any positive τ < 1
λmax(C̃>C̃)

, the se-
quence {(αj ,βj ,vj)} generated by Algorithm 1 converges
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to an optimal solution to problem (11) from any starting
point.

The proof parallels the one given in (Yang & Zhang, 2011)
for compressed sensing and the one in (Ma et al., 2012)
for latent variable Gaussian graphical model selection. The
major steps are outlined in Appendix A the supplementary
file.

4.3.2. RDA-LMS (ONLINE)

The original convergence results for RDA in (Xiao, 2010)
no longer applies due to the fact that we are only ap-
proximating the gradients through maintaining a quasi-
stationary sequence of ωt. Our proof of convergence is
based on the analysis of a two-time-scale stochastic ap-
proximation (Borkar, 1997) similar to that in (Sutton et al.,
2009).

For notational conciseness, we use ḡt in place of ∇̄ft for
the time-averaged gradient. The iterations in Algorithm 2
can be written as

ḡt+1 = t
t+1 ḡt + 1

t+1 (γφ′t+1 − φt)(φ
>
t ωt)

ωt+1 = ωt + ηt
(
δt+1(βt)− φ

>
t ωt

)
φt

βt+1 = qSρ(−ḡt+1).

Note that a different scalar is used in the update for βt.
The original update in Algorithm 2 corresponds to using a
scaling factor c

√
t as suggested in (Xiao, 2010). For the

convergence analysis here, we choose a scaling factor qt
(q > 0) so that the update for βt does not explicitly de-
pends on t. Note that the sequence {qt} is still non-negative
and non-decreasing, as required in (Xiao, 2010). The above
iteration can be further consolidated into ḡt+1 = ḡt + 1

t+1 (−ḡt + D̂tωt)

ωt+1 = ωt + ηt

(
(b̂t − qÂtSρ(−ḡt))− φφ>ωt

)
,

(18)
where b̂t = φtrt+1, Ât = φt(φt − γφ′t+1)>, D̂t =

(γφ′t+1 − φt)φ
>
t , so that b = E[b̂t],A = E[Ât] by our

definitions, and we define D := E[D̂t]. We also define the
following functions and variables:

F (ḡt,ωt) := −ḡt + Dωt

Mt+1 := (D̂t −D)ωt

K := E[φφ>]

G(ḡt,ωt) := (b− qASρ(−ḡt))−Kωt

Nt+1 := (b̂t − b)− q(Â−A)Sρ(−ḡt)−
(φtφ

>
t −K)ωt

Now, the iteration (18) is in the form of a coupled stochastic

recursion

ḡt+1 = ḡt +
1

t+ 1

(
F (ḡt,ωt) +Mt+1

)
, (19)

ωt+1 = ωt + ηt

(
G(ḡt,ωt) +Nt+1

)
. (20)

We prove the convergence of this coupled recursion
through the following propositions and lemmas, which fa-
cilitate the application of Theorem 1.1 in (Borkar, 1997).

In all subsequent results, we make the following stan-
dard assumptions: (A1) The MDP is finite and station-
ary. (A2) The transition samples {(φt, rt+1,φ

′
t+1)}

is an i.i.d. sequence with uniformly bounded second
moments. (A3) The features defined by φ are linearly
independent, and E[φφ>]−1 exists. (A4) The iterates
{ḡt,ωt} are bounded, i.e. supt ‖ḡt‖ < ∞, supt ‖ωt‖ <
∞.

Proposition 4.1. The functions F andG are Lipschitz con-
tinuous.

Proof. Since F is linear in both ḡt and ωt, it is clearly Lip-
schitz continuous. For the Lipschitz continuity of G, it suf-
fices to show that the shrinkage operator Sρ(·) is Lipschitz
continuous. But it is known that Sρ(·) is non-expansive
(Hale et al., 2008), and hence, it is Lipschitz continu-
ous.

Proposition 4.2. For each ḡ ∈ RK , the o.d.e.

ω̇t = G(ḡ,ωt) (21)

has a unique global asymptotically stable equilibrium λ(ḡ)
such that the function λ(·) is Lipschitz continuous.

Proof. With ḡ fixed,G(ḡ,ωt) = (b−qASρ(−ḡ))−Kωt,
where the first term is a constant. Since the features
are linearly independent, K is symmetric positive definite.
Hence, the o.d.e. (21) has a unique global asymptotic sta-
ble equilibrium K−1(b−qASρ(−ḡ)) = λ(ḡ). Now, since
Sρ(·) is non-expansive, the function K−1ASρ is clearly
Lipschitz continuous. Hence, the claim holds.

Lemma 4.1. For any 0 < q < 1
σmax(DK−1A) , the o.d.e.

˙̄gt = F (ḡt, λ(ḡt)) (22)

has a unique global asymptotically stable equilibrium ḡ∗.

Proof. We can rewrite the right-hand-side of the o.d.e. (22)
as

F (ḡt, λ(ḡt)) = H(ḡt)− ḡt,

where H(ḡt) = DK−1(b − qASρ(−ḡt)). The shrinkage
operator Sρ(·) is non-expansive w.r.t. any lp-norm, with
p ≥ 0 (Hale et al., 2008). Then, it is easy to see that for
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any 0 < q < 1
σmax(DK−1A) , H(·) is a contraction w.r.t.

the l2-norm. By Theorem 3.1 in (Borkar & Soumyanatha,
1997), the o.d.e. (22) is globally asymptotically stable. The
equilibrium point ḡ∗ satisfies

F (ḡ∗, λ(ḡ∗)) = 0

⇔ ḡ∗ = H(ḡ∗).

Hence, ḡ∗ is a fixed-point of the operator H(·). Since H(·)
is a contraction w.r.t. the l2-norm, the fixed-point is unique.

Lemma 4.2. The unique optimal solution to the PBR-
Lasso problem

1

2
LPBR(β) + ρ‖β‖1. (23)

is given by β∗ = qSρ(−ḡ∗).

Proof. First, we observe that for any 0 < ξt < 1, the iterate
ḡt+1 = ḡt + ξt(−ḡt +H(ḡt)) has the same fixed-point ḡ∗

if it converges. In particular, with ξt = 1
t+1 , the above

iterate is equivalent to

ḡt+1 =
t

t+ 1
ḡt +

1

t+ 1
H(ḡt), (24)

which is exactly the time-averaged gradient of the loss
function LPBR(·) evaluated at β1, · · · ,βt. By construction,
the sequence {βt = qSρ(−ḡt)} is the same as the one
generated by the RDA algorithm (Xiao, 2010) applied to
the strictly convex optimization problem (23) using the true
gradients. By the convergence results in (Xiao, 2010), the
sequence {βt} converges to the unique optimal solution
of problem (23). Hence, qSρ(−ḡ∗) ≡ β∗, and the claim
holds.

Theorem 4.2. The sequence {βt,ωt} generated by Algo-
rithm 2 converges to (β∗,ω∗) w.p. 1.

Proof. In order to apply Theorem 1.1 in (Borkar, 1997),
we need to verify the following conditions:

• The functions F and G are Lipschitz continuous.

• The ξt and ηt satisfy∑
t

ξt =∞,
∑
t

ηt =∞,∑
t

ξ2t <∞,
∑
t

η2t <∞,

ξt = (o)(ηt).

• The sequences {Mt} and {Nt} satisfy∑
t

ξtMt <∞,
∑
t

ηtNt <∞.

• For each ḡ ∈ RK , the o.d.e. (21) has a unique global
asymptotically stable equilibrium λ(ḡ) such that the
function λ(·) is Lipschitz continuous.

• The o.d.e. (22) has a unique global asymptotically sta-
ble equilibrium ḡ∗.

The step size of the recursion (19) ξt is equal to 1
t+1 in our

case. Then, ξtηt → 0 as t → ∞, thus satisfying the above
conditions. It is also easy to see that both Mt+1 and Nt+1

are martingale differences with bounded second moments,
by (A1), (A2), (A4), and the non-expansiveness of Sρ(·).
The third condition can be ensured by applying martingale
convergence theorem on the martingales {

∑s
t=1 ξtMt}∞s=1

and {
∑s
t=1 ηtNt}∞s=1. The conditions for Theorem 1.1 in

(Borkar, 1997) are all satisfied, given Propositions 4.1 and
4.2 and Lemma 4.1. An immediate consequence is that the
sequences {(ḡt,ωt)} generated by Algorithm 2 converge
to (ḡ∗,ω∗) w.p. 1, where ω∗ = λ(ḡ∗). By Lemma 4.2, the
iterates {βt} converge to β∗ w.p. 1.

4.4. Related Work

There have been some recent work on the development of
a sparse LSTD method. LARS-TD (Kolter & Ng, 2009;
Ghavamzadeh et al., 2011) applies the l1-regularization to
the projector onto the space of representable linear func-
tions and solves the problem through LARS. (Johns et al.,
2010) formulates the L1 regularized linear fixed-point
problem as a linear complementarity problem. (Painter-
wakefield & Parr, 2012) proposes a greedy algorithm based
on orthogonal matching pursuit. l1-PBR (Geist & Scherrer,
2012) instead applies the l1-regularization to the classical
PBR minimization, and (Mahadevan & Liu, 2012) devel-
ops an on-policy algorithm based on mirror-descent. Un-
like the above algorithms, our BPDN algorithm solves a
constrained formulation of the sparse TD learning prob-
lem which explicitly controls the PBR. The closest work
to our method is probably (Geist et al., 2012) which con-
strains ‖Ãβ − b̃‖∞. Our RDA-LMS algorithm, on the
other hand, is an off-policy online algorithm based on gra-
dient TD (Sutton et al., 2009). The only other l1-based
online sparse TD method that we are aware of is RO-TD
(Liu et al., 2012), which minimizes a different loss func-
tion, ‖Ãβ − b̃‖2, based on the slack in (6) similar to D-
LSTD. Note that the PBR is a weighted squared-norm of
the fixed-point slack, being equivalent to ‖Ãβ − b̃‖22 only
when the feature bases are orthonormal (G = I), which is
not true in general. This difference appears to contribute
to the different convergence speeds that we have observed
below in Section 5.2.
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5. Experiments
5.1. BPDN

We compared the proposed ADMM algorithm for BPDN-
based sparse reinforcement learning with LSTD and D-
LSTD (Geist et al., 2012) on two test problems, which
are described in the next two sections. D-LSTD was for-
mulated as a linear program and solved by the Mosek LP
solver. For both problems, we constructed features using
RBF basis functions with centers on grids of different den-
sities and widths, five polynomial basis functions, as well
as irrelevant features (white noise) of different lengths. We
show results on fit errors (w.r.t. the true value functions)
for value function approximation over 20 independent runs
and simulated reward for the policy obtained from policy
iterations over 10 independent runs.

5.1.1. CHAIN WALK

This is the classical 20-state test example from (Lagoudakis
& Parr, 2003). Two actions (left or right) are available to
control the current state. Visiting state 1 and 20 yields a re-
ward of 1 and zero reward for anywhere else. Either action
has a success probability of 0.9. Failure of an action bring
the current state to the opposite direction.

For approximating the optimal value function, we collected
1000 training samples off-policy by following a random
policy for 100 episodes, 10 steps each. The samples were
collected in the same way for policy iterations, and we used
a fixed set of samples throughout the policy iterations. The
value function of any given policy can be computed exactly
for this problem, and the optimal policy is to go to the left if
the current state is from 1 to 10, and to the right otherwise.

Figures 1 and 2 show the comparison among BPDN, D-
LSTD, and LSTD on the approximation error (RMSE)
of the Q value function and the simulated reward of the
learned policies for two cases of irrelevant features. The
whiskers of the boxplots extend to the most extreme data
point which is no more than 1.5 times the interquartile
range from the boxes. BPDN and D-LSTD are signifi-
cantly better than LSTD on both metrics in the presence
of irrelevant features. BPDN is competitive to D-LSTD on
simulated reward while doing tangibly better on value ap-
proximation. The average CPU times for BPDN on one
instance of value approximation are 11.4s for Nnoise = 500
and 15.7s for Nnoise = 1000, and those for D-LSTD are
6.6s and 31.7s respectively. It is clear that BPDN has better
scalability, being a first-order method.

5.1.2. INVENTORY CONTROL

This is a single-shop single-product inventory control prob-
lem. The inventory level at the end of the day is a contin-
uous variable between 0 and 20. (Think of each unit as

Figure 1. Chain Walk: Comparison on approximating the state-
action value function of the optimal policy. The number of irrele-
vant features is 500 and 1000 in that order.

Figure 2. Chain Walk: Comparison on simulated reward from
policy iterations. The number of irrelevant features is 500 and
1000 in that order.

a pallet of the products.) Orders of new items have to be
made in batches of five (i.e. five actions). Customer de-
mand for each day follows the continuous uniform distri-
bution [0, 24]. There is a one-time order overhead of $2 for
any positive orders. The product unit cost is $2, and the
selling price is $2.5 per unit. Any n unsold items incur an
inventory cost of $0.2n1.4. Any unmet customer demand
incurs a penalty of $0.5 per unit. The goal is to learn an
optimal planning strategy to operate the store.

We collected two sets of off-policy training samples with
sizes 1000 and 5000 respectively. The samples were col-
lected from different numbers of episodes of 10 steps each.
The policy used for value function approximation tests is
one that fills up the inventory as much as possible every
day. Since the state space is continuous, the value function
cannot be solved exactly. We used Monte Carlo rollouts to
compute the value of the test states and inital actions asso-
ciated with the test policy.

Figures 3 present the comparison results on the fitting er-
ror of the Q value function and the simulated reward of
the learned policies. Similar to the Chain Walk example,
BPDN was able to learn a more accurate Q value func-
tion and a better policy than LSTD from the same number
of samples. We were unable to test D-LSTD on this do-
main because the large problem size led to excessive mem-
ory consumption by the Mosek LP solver, which reported
out-of-memory error. This again shows that our first-order
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Figure 3. Inventory Control: Comparison on state-action value
function approximation of an sub-optimal policy (top) and sim-
ulated reward from policy iterations (bottom). The number of ir-
relevant features is 1000. The number of training samples is 1000
for the left column and 5000 for right column.

method is more scalable and memory efficient.

5.2. RDA-LMS

We tested the RDA-LMS algorithm (Algorithm 2) on the
7-state Star MDP example (Sutton et al., 2009) and Chain
domain to empirically verify the convergence of the algo-
rithm. For the Star example, we set ρ = 0 to verify the
convergence of the PBR to zero, and hence, the correct-
ness of the algorithm. We plotted the evolution of the PBR
for RDA-LMS, RO-TD and GTD2 in Figure 4. RDA-LMS
was able to decrease the PBR much more rapidly than both
RO-TD and GTD2. Comparisons were also made against
RO-TD on Chain. We considered approximating the Q-
value functions associated with the optimal policy and a
sub-optimal policy. The transition samples were collected
from 100 random episodes, with 10 consecutive steps each,
totalling a collection of 1,000 samples. The algorithms
swept through the samples multiple times. The features
were constructed in the same way as in the previous sec-
tion, except that there was no white noise features. Com-
parisons of the learned (solid lines) and true (dotted lines)
value functions were plotted in the right-hand-side of Fig-
ure 4, which shows that the sparse solutions obtained by
RDA-LMS approximate the true value functions faithfully.
Figure 5 provides empirical evidence for the convergence
of RDA-LMS with non-zero l1-regularization. In addition,
RDA-LMS decreased the PBR at a much faster rate than
RO-TD.2 We surmise that this is because RDA-LMS min-

2The approximation error of RO-TD hovers above 20 and is
not plotted.

Figure 4. Left: Evolution of PBR on the Star example. Right: Q-
and V-value functions approximation (by running RDA-LMS) as-
sociated with (bottom) the optimal policy and (top) a suboptimal
policy for Chain.

Figure 5. Evolution of PBR of RDA-LMS and RO-TD (left) and
approximation error of RDA-LMS (right) for the Q-value function
associated with the optimal policy for Chain.

imizes the PBR directly while RO-TD minimizes the slack
in the fixed-point condition (6) as a proxy.

6. Conclusion
In this paper, we have proposed two optimization algo-
rithms for solving two different formulations of the sparse
reinforcement learning problem: an ADMM-based off-line
algorithm for constrained sparse TD learning and a novel
online algorithm which combines elements from the RDA
and LMS methods for unconstrained sparse TD learning.
We provide convergence analysis for both algorithms, and
promising preliminary test results have been reported in
comparison to LSTD and two other sparse reinforcement
learning algorithms. Future work will be focused on appli-
cations of the proposed sparse TD learning algorithms on
real-world problems.
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