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Abstract

In this supplementary material, we give the ful-
I hierarchical Bayesian model for MoG-RPCA
and present the details of the variational infer-
ence process for inferring the posterior of the
model.

1. Hierarchical Model for MoG-RPCA
We adopt the RPCA model

Y=L+E.

Denote by y;; and e;; the elements in the i-th row and j-th
column of Y and E, respectively. We formulate the matrix
L € R™*" with rank [ < min(m, n) as the product of two
matrices U € R™*F and V € R"* as:

T
u, v,

L:UVT:ZR

r=1

where R > [, and u.,. and v .,. are the r-th columns of U and
V, respectively. The full hierarchical form of the proposed
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MoG-RPCA model can then be expressed by:

ui.vf + €55

u, ~ N(u,0,7'1,)
Vo o~ N(v.0,7'1,)
Gam(v,|ag, bo)

K
ei ~ JL_ Nlewluem )
Mutinomial(z;;|)
Dir(7|ag)

ey T~ N (pklpo, (Bore) ™) Gam(7y|co, do).

The full likelihood of this generative model can be ex-
pressed as:

p(U,V,Z pu,7,7,~,Y)

=p(Y|U,V, Z, u, 7)p(Z|m)p(p|7)p(T)p(U|¥)p(V]v)p(7)
“TL II°  plwsstue, Vi som Y7+ TT plzssle)p(er)
- ij k:lp Yij | Wiy Vi hky Ty ijp (%) p

K

R
[T, pGe,m) [T _ Ap(arlv)p(vrly)p(vn)}
K 3 K ..
= Hw Hk:lN(yij‘ui'vf + Mk’T’;l)ZM Hi]’ Hk:l e
Dir(7|ao) H:Zl {N (pr| po, (Borr) ™) Gam (7% co, do)}

Hle {N(u‘?“|07’Y:IIM)N(V‘T|O7’Y:lIn)Gam(’YT‘am b())} .

2. Update Equations

The variational update equations for inferring the posteri-
or of the variables involved in the MoG-RPCA model are
given as follows.

Infer U:

q(uz) = N(u’b |l*l’u1 ’ EuL )’
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denotes the expectation, and

—1

)
Bu. = (e 0 Y G viv,) +T)
p, = {300 Y G s — () (v3) |

T

q(vi) = N(vjlpy, » Bv,),

1

S, = (30 0> G i) +T)
”3’;‘ = S, {Z::1<Tk>

Infer ~:
q(’)/r) = Gam(7r|ar; br)y
where
ar = agp + m n7
2
1
b, =bo + 3 (<u,7;u.T> + (V_q;v.r>) .
Infer Z:
K Zijk
q(zij) = szl Tijk™7",
where

r pzjk
ijk =
Zk pzjk

1 1
Pijk = §<1n7k> —3 27 {(yij — wivi, — pg)?)
1
— §<7’k> + (In7g).
Infer o, T
(s k) = N (e[, (Brmi) ™) Gam (7 |cx, di),
where

Br = Bo + Zij<2ijk>a

my = é(ﬂouo + Zij<zijk>(yij —{

1
CkZCo-i—*E Hzijk7

dk = dU + = {Z Zzgk (yz] u;.v

- ;kgyzijkxyij () (v

;) (v;.)"),

) )+ Bokd

0" + Bopo)?}-

Infer 7:
q(m) = Dir(n|a),
where

a=(ag,...,ax),

ap = Qg + {zijr)-
ij

Zn;1<zijk>(yij — <Mk>)<ul>}T .

3. Calculation of Expectations

The expectations in the variational update equations can be
calculated with respect to the current variational distribu-
tions, as listed in the following:

((yij —wivl — pe)?) = ((yij — wivy)?)
— 2(pu) (yij — (i) (vi)") + (uf)
(k) = my,
(uip) = (ﬂka) L+ mi
(g5 —wiv)?) =y + tr ((wiug ) (v]v;)

— lej <ll7;.><Vj.>T
(i) =3y, + (wi)(u)"

<VjT ) =Xy j (v v J>T

T =diag (), () = 3"
(lu,) = () (w) + 30" (S,
Viva) = (v £ 300 (B ),

where 1(+) is the digamma function defined by ¢ (z) =
% InT(x).



