1 Derivation of the gradients

In this section we derive the gradient of the logarithm of the marginal likelihood, that is, $\log Z$, with respect to the means and variances of the network weights in the Gaussian approximation $q$. In traditional backpropagation we have, for each neuron $j$, one variable $\delta_j$ containing the gradient of the network error with respect to the input or activation for neuron $j$. In PBP, the corresponding algorithm is very similar, with the difference that we now have two variables for each neuron $j$ instead of only one. We have one variable $\delta_j^m$ that contains the gradient of $\log Z$ with respect to the mean of the activation for neuron $j$. Additionally, there is another variable $\delta_j^v$ that contains the gradient of $\log Z$ with respect to the variance of the activation for neuron $j$.

The mean and variance of the output of unit $j$ are defined as $m_j^z$ and $v_j^z$, respectively. The mean and variance of the activation or input for unit $j$ are defined as $m_j^a$ and $v_j^a$, respectively. We have that, because of the ReLU activation function,

$$m_j^z = \Phi(\alpha_j) \left[ m_j^a + \sqrt{v_j^a} \gamma_j \right],$$

$$v_j^z = m_j^z \left[ m_j^a + \sqrt{v_j^a} \gamma_j \right] + \Phi(-\alpha_j) + \Phi(\alpha_j) v_j^a (1 - \gamma_j^2 - \gamma_j \alpha_j),$$

where $\gamma_j = \phi(\alpha_j)/\Phi(\alpha_j)$, $\alpha_j = m_j^a/\sqrt{v_j^a}$ and $\phi$ and $\Phi$ denote the standard Gaussian pdf and cdf. For the single neuron in the last layer we have that $m_j^z = m_j^a$ and $v_j^z = v_j^a$.

We have that $m_j^z$ and $v_j^z$ are given by

$$m_j^z = \frac{1}{\sqrt{|I(j)|}} \sum_{i \in I(j)} m_i^z m_{i,j}^w,$$

$$v_j^z = \frac{1}{|I(j)|} \sum_{i \in I(j)} \{ [m_i^z]^2 v_{j,i}^w + [v_i^z]^2 [m_{i,j}^w]^2 + v_i^z v_{j,i}^w \},$$

where $I(j)$ is the set of neurons whose output is the input to neuron $j$, $m_{i,j}^w$ and $v_{i,j}^w$ are the mean and variances of the weight connecting neurons $i$ and $j$. Therefore,

$$\frac{\partial m_j^z}{\partial v_i^z} = \frac{1}{\sqrt{|I(j)|}} m_{j,i}^w,$$

$$\frac{\partial m_j^a}{\partial v_i^a} = 0,$$

$$\frac{\partial v_j^z}{\partial m_i^z} = \frac{2m_i^z v_{j,i}^w}{|I(j)|},$$

$$\frac{\partial v_j^a}{\partial m_i^a} = \frac{[m_i^z]^2 + v_i^w}{|I(j)|},$$

and

$$\frac{\partial m_j^z}{\partial m_{i,j}^w} = \frac{m_j^z}{\sqrt{|I(i)|}},$$

$$\frac{\partial m_j^a}{\partial m_{i,j}^w} = 0,$$

$$\frac{\partial v_j^z}{\partial m_{i,j}^w} = \frac{2v_{j,i}^z m_{i,j}^w}{|I(i)|},$$

$$\frac{\partial v_j^a}{\partial m_{i,j}^w} = \frac{[m_j^z]^2 + v_j^z}{|I(i)|}.$$
We now define the variables \( \frac{\partial \gamma_j}{\partial m^a_j} \) and \( \frac{\partial \alpha_j}{\partial v^a_j} \):
\[
\frac{\partial \gamma_j}{\partial m^a_j} = \frac{1}{\sqrt{m^a_j^2 + v^a_j^2}}, \quad \frac{\partial \gamma_j}{\partial v^a_j} = \frac{m^a_j}{2v^a_j \sqrt{m^a_j^2 + v^a_j^2}},
\]
\[
\frac{\partial \alpha_j}{\partial m^a_j} = -\left[ \gamma_j \alpha_j + \gamma_j^2 \right] \frac{\partial \alpha_j}{\partial m^a_j}, \quad \frac{\partial \alpha_j}{\partial v^a_j} = -\left[ \gamma_j \alpha_j + \gamma_j^2 \right] \frac{\partial \alpha_j}{\partial v^a_j}.
\]

Then we obtain
\[
\frac{\partial m^a_j}{\partial m^a_j} = \frac{\partial \gamma_j}{\partial m^a_j} \phi(\alpha_j) \left[ m^a_j + \sqrt{v^a_j \gamma_j} \right] + \Phi(\alpha_j) \left[ 1 + \frac{\gamma_j}{\sqrt{v^a_j \gamma_j}} \frac{\partial \gamma_j}{\partial m^a_j} \right],
\]
\[
\frac{\partial m^a_j}{\partial v^a_j} = \frac{\partial \gamma_j}{\partial v^a_j} \phi(\alpha_j) \left[ m^a_j + \sqrt{v^a_j \gamma_j} \right] + \Phi(\alpha_j) \left[ \frac{\gamma_j}{2\sqrt{v^a_j \gamma_j}} + \frac{1}{\sqrt{v^a_j \gamma_j}} \frac{\partial \gamma_j}{\partial m^a_j} \right],
\]
\[
\frac{\partial v^a_j}{\partial m^a_j} = \frac{\partial m^a_j}{\partial m^a_j} \left[ m^a_j + \sqrt{v^a_j \gamma_j} \right] \Phi(-\alpha_j) + m^a_j \left\{ \left[ 1 + \frac{\gamma_j}{\sqrt{v^a_j \gamma_j}} \right] \Phi(-\alpha_j) - \left[ m^a_j + \sqrt{v^a_j \gamma_j} \right] \phi(\alpha_j) \frac{\partial \alpha_j}{\partial m^a_j} \right\} +
\phi(\alpha_j) \frac{\partial \alpha_j}{\partial v^a_j} v^a_j \left[ 1 - \gamma_j^2 - \gamma_j \alpha_j \right] - \Phi(\alpha_j) v^a_j \left\{ 2\gamma_j \frac{\partial \gamma_j}{\partial m^a_j} + \frac{\partial \gamma_j}{\partial v^a_j} \alpha_j + \gamma_j \frac{\partial \alpha_j}{\partial m^a_j} \right\},
\]
\[
\frac{\partial v^a_j}{\partial v^a_j} = \frac{\partial m^a_j}{\partial v^a_j} \left[ m^a_j + \sqrt{v^a_j \gamma_j} \right] \Phi(-\alpha_j) +
\frac{\partial m^a_j}{\partial v^a_j} \left\{ \left[ 1 + \frac{\gamma_j}{\sqrt{v^a_j \gamma_j}} \right] \Phi(-\alpha_j) - \left[ m^a_j + \sqrt{v^a_j \gamma_j} \right] \phi(\alpha_j) \frac{\partial \alpha_j}{\partial v^a_j} \right\} +
\phi(\alpha_j) \frac{\partial \alpha_j}{\partial v^a_j} v^a_j \left[ 1 - \gamma_j^2 - \gamma_j \alpha_j \right] + \Phi(\alpha_j) \left\{ 1 - \gamma_j^2 - \gamma_j \alpha_j \right\} + v^a_j \left\{ -2\gamma_j \frac{\partial \gamma_j}{\partial v^a_j} - \frac{\partial \gamma_j}{\partial v^a_j} \alpha_j - \gamma_j \frac{\partial \alpha_j}{\partial v^a_j} \right\}.
\]

We now define the variables \( \delta^m_j \) and \( \delta^v_j \) to be
\[
\delta^m_j = \frac{\partial \log Z}{\partial m^a_j} = \sum_{k \in O(j)} \left\{ \frac{\partial \log Z}{\partial m^a_k} \frac{\partial m^a_k}{\partial m^a_j} + \frac{\partial \log Z}{\partial v^a_k} \frac{\partial v^a_k}{\partial m^a_j} \right\},
\]
\[
\delta^v_j = \frac{\partial \log Z}{\partial v^a_j} = \sum_{k \in O(j)} \left\{ \frac{\partial \log Z}{\partial m^a_k} \frac{\partial m^a_k}{\partial v^a_j} + \frac{\partial \log Z}{\partial v^a_k} \frac{\partial v^a_k}{\partial v^a_j} \right\},
\]
where the sum is over each neuron \( k \) to which neuron \( j \) sends signals. The above rules can be recursively written as follows:
\[
\delta^m_j = \frac{\partial \log Z}{\partial m^a_j} = \sum_{k \in O(j)} \left\{ \delta^m_k \frac{\partial m^a_k}{\partial m^a_j} + \delta^v_k \frac{\partial v^a_k}{\partial m^a_j} \right\},
\]
\[
\delta^v_j = \frac{\partial \log Z}{\partial v^a_j} = \sum_{k \in O(j)} \left\{ \delta^m_k \frac{\partial m^a_k}{\partial v^a_j} + \delta^v_k \frac{\partial v^a_k}{\partial v^a_j} \right\},
\]
We can then write the required terms \( \frac{\partial m^a_k}{\partial m^a_j}, \frac{\partial m^a_k}{\partial v^a_j}, \frac{\partial v^a_k}{\partial m^a_j} \) and \( \frac{\partial v^a_k}{\partial v^a_j} \) as follows:
\[
\frac{\partial m^a_k}{\partial m^a_j} = \frac{\partial m^a_k}{\partial m^a_j} \frac{\partial m^a_j}{\partial m^a_j} + \frac{\partial m^a_k}{\partial v^a_j} \frac{\partial v^a_j}{\partial m^a_j}, \quad \frac{\partial v^a_k}{\partial v^a_j} = \frac{\partial v^a_k}{\partial v^a_j} \frac{\partial v^a_j}{\partial v^a_j} + \frac{\partial v^a_k}{\partial v^a_j} \frac{\partial v^a_j}{\partial v^a_j},
\]
\[
\frac{\partial m^a_k}{\partial v^a_j} = \frac{\partial m^a_k}{\partial v^a_j} \frac{\partial m^a_j}{\partial v^a_j} + \frac{\partial m^a_k}{\partial v^a_j} \frac{\partial v^a_j}{\partial v^a_j}, \quad \frac{\partial v^a_k}{\partial m^a_j} = \frac{\partial v^a_k}{\partial m^a_j} \frac{\partial m^a_j}{\partial m^a_j} + \frac{\partial v^a_k}{\partial m^a_j} \frac{\partial v^a_j}{\partial v^a_j}.
\]
Finally, we have that

\[
\frac{\partial \log Z}{\partial m_{i,j}^w} = \delta_{i,j} m_{i,j}^w + \delta_{i,j} v_{i,j}^w,
\]

\[
\frac{\partial \log Z}{\partial v_{i,j}^w} = \delta_{i,j} m_{i,j}^w + \delta_{i,j} v_{i,j}^w.
\]

(21)

(22)

## 2 Results with neural networks including more than one hidden layer

We repeated the experiments from Section 5.1 in the main document for the methods BP and PBP, using neural networks with 2, 3 and 4 hidden layers. We used networks with 50 units in each hidden layer, except in the datasets Year and Protein, where we used 100. Table 1 shows the average test RMSE and the corresponding standard errors obtained by PBP\_x and BP\_x, where x is the number of hidden layers in the network. PBP has the best overall predictive performance, with PBP\_3 achieving the best results in 5 datasets. Note that the optimal number of hidden layers in PBP is problem dependent. In datasets such as Wine and Year one single hidden layer is optimal, while in Protein we find that 4 hidden layers is better.

## 3 Error in the second approximation in equation (12) in the main text

In this section we evaluate the error in the second approximation performed in equation (12) in the main document. This approximation consists in replacing the Student’s t density with a Gaussian density that has the same mean and variance. This approximation becomes more and more accurate as the degrees of freedom in the Student’s t density increase. This will often be the case as we iterate over the data and we reduce our uncertainty on the value of the noise parameter \( \gamma \). We evaluated the relative error in \( \log Z \) caused by this approximation as PBP iterates over the data of the Boston Housing dataset in the experiments of Section 5.1 in the main document. The left plot in Figure 1 shows the error during the first 100 iterations of PBP over the individual data points. The right plot shows the error during the last 100 iterations of the method. We can see that the error is very small in the second case. In particular, at this stage we are highly confident on the value of the noise parameter \( \gamma \).

## 4 List of approximations

In this section we list all the approximations performed by the method PBP. The list of approximations is

- We use expectation propagation (EP) to adjust a parametric approximation, given by equation (8) in the main document, to the exact posterior distribution, given by equation (3) in the main document.

- In our implementation of EP, we refine the parameters \( \alpha^\gamma, \beta^\gamma, \alpha^\lambda \) and \( \beta^\lambda \) of the posterior approximation by matching the first and second moments of \( \lambda \) and \( \gamma \). The KL divergence would be minimized by matching the expectation of the sufficient statistics of a Gamma distribution, but this does not have an analytical solution.
Figure 1: Relative error in the approximation of log Z as PBP iterates over the data of the Boston Housing dataset in the experiments of Section 5.1 of the main paper. Left, relative error during the first 100 iterations of the method over the individual datapoints. Right, relative error during the last 100 iterations of the method. We can see that the error is very small during the last iterations. At this stage we are highly confident on the value of the noise parameter $\gamma$, the parameters $\alpha^*$ and $\beta^*$ in the posterior approximation take relatively high values and the degrees of freedom of the Student’s $t$ density in equation (12) are high, what increases the quality of the Gaussian approximation.

- We approximate the normalization constants in equations (11) and (12) of the main document by replacing a Student’s $t$ density with a Gaussian density that has the same mean and variance.
- EP requires to keep in memory one approximate factor for each exact factor in the numerator of the posterior distribution. With massive data the number of exact likelihood factors is very large and keeping in memory all the corresponding approximate factors is impractical. To avoid this, we do not keep these approximate factors in memory and we do not remove them from the current approximation before processing each datapoint. This is equivalent to doing multiple ADF passes through the data, treating each likelihood factor as a novel example. A disadvantage of this approach is that it can lead to underestimation of the posterior variance when too many iterations are done over the data.

## 5 Derivations of equations (9) and (10) in the main text

Let the Gamma density be defined as $\text{Gamma}(x|\alpha,\beta) = \beta^\alpha x^{\alpha-1} \exp\{-x\beta\}/\Gamma(\alpha)$. We denote the normalization constant of $f(x)\text{Gamma}(x|\alpha,\beta)$ by $H(\alpha,\beta)$. In particular,

$$H(\alpha,\beta) = \int f(x)\text{Gamma}(x|\alpha,\beta)\,dx.$$ (23)

Note that we explicitly write $H$ as function of $\alpha$ and $\beta$. Then we have that the first and second moments of the normalized version of $f(x)\text{Gamma}(x|\alpha,\beta)$ are given by

$$\frac{1}{H(\alpha,\beta)} \int x f(x)\text{Gamma}(x|\alpha,\beta)\,dx = \frac{H(\alpha + 1,\beta)\alpha}{H(\alpha,\beta)\beta},$$ (24)

$$\frac{1}{H(\alpha,\beta)} \int x^2 f(x)\text{Gamma}(x|\alpha,\beta)\,dx = \frac{H(\alpha + 2,\beta)\alpha(\alpha + 1)}{H(\alpha,\beta)\beta^2}.$$ (25)
Thus, each moment can be easily approximated given a procedure to approximate the normalization constant $H(\alpha, \beta)$. For this, we only have to substitute $H(\alpha, \beta)$, $H(\alpha + 1, \beta)$ and $H(\alpha + 2, \beta)$ in the previous expressions with their corresponding approximations. Note that the mean and variance of Gamma$(\alpha, \beta)$ are given by $\alpha/\beta$ and $\alpha/\beta^2$, respectively. We can then find the new parameters $\alpha_{\text{new}}$ and $\beta_{\text{new}}$ of a Gamma distribution that has the same mean and variance as the normalized version of $f(x)$ Gamma$(\alpha, \beta)$ by solving the system of equations given by

$$
\frac{\alpha_{\text{new}}}{\beta_{\text{new}}^2} = \frac{H(\alpha + 1, \beta)\alpha}{H(\alpha, \beta)\beta}, \quad \frac{\alpha_{\text{new}}}{\beta_{\text{new}}^2} = \frac{H(\alpha + 2, \beta)\alpha(\alpha + 1)}{H(\alpha, \beta)\beta^2} - \left\{ \frac{H(\alpha + 1, \beta)\alpha}{H(\alpha, \beta)\beta} \right\}^2,
$$

(26)

Let $Z = H(\alpha, \beta)$, $Z_1 = H(\alpha + 1, \beta)$ and $Z_2 = H(\alpha + 2, \beta)$. Then

$$
\alpha_{\text{new}}^\alpha = \left[ Z Z_2 Z_1^{-2}(\alpha + 1)/\alpha - 1.0 \right]^{-1},
$$

(27)

$$
\beta_{\text{new}}^\beta = \left[ Z_2 Z_1^{-1}(\alpha + 1)/\beta - Z_1 Z^{-1}\alpha/\beta \right]^{-1}.
$$

(28)

6 EP updates for the approximate factors corresponding to the prior

The only prior factors that need to be processed multiple times using expectation propagation are the factors in equation (2) in the main document. The other Gamma priors on $\lambda$ and $\gamma$ have the same functional form as the posterior approximation $q$. This means that they need to be incorporated only once since any removal and posterior re-incorporation of these factors would not produce any improvement in $q$.

We re-write here the expression for the prior factors than need to be processed multiple times, that is, equation (2) from the main document:

$$
p(W | \lambda) = \prod_{i=1}^{L} \prod_{l=1}^{V_l} \prod_{j=1}^{V_{l-1}+1} N(w_{ij,l} | 0, \lambda^{-1} ).
$$

(29)

We also re-write here the expression for the posterior approximation $q$:

$$
q(W, \gamma, \lambda) = \sum_{i=1}^{L} \sum_{l=1}^{V_l} \sum_{j=1}^{V_{l-1}+1} N(w_{ij,l} | m_{ij,l}, \gamma_{ij,l} ) \Gamma(\gamma | \alpha, \beta^\gamma) \Gamma(\lambda | \alpha^\lambda, \beta^\lambda).
$$

(30)

We denote each exact factor in (29) by

$$
f_{ij,l}(w_{ij,l}, \lambda) = N(w_{ij,l} | 0, \lambda^{-1} ).
$$

(31)

Each of these exact factors is approximated by a corresponding approximate factor given by

$$
\tilde{f}_{ij,l}(w_{ij,l}, \lambda) = N(w_{ij,l} | \tilde{m}_{ij,l}, \tilde{v}_{ij,l} ) \Gamma(\lambda | \tilde{\alpha}_{ij,l}, \tilde{\beta}_{ij,l} ).
$$

(32)

Initially all the $\tilde{f}_{ij,l}$ are uniform, that is, $\tilde{m}_{ij,l} = 0$, $\tilde{v}_{ij,l} = \infty$, $\tilde{\alpha}_{ij,l} = 1$ and $\tilde{\beta}_{ij,l} = 0$. EP starts to incorporate all the $f_{ij,l}$ into $q$ once it has already incorporated the Gamma priors for $\lambda$ and $\gamma$. The first time $f_{ij,l}$ is incorporated into $q$ we update $\tilde{f}_{ij,l}$ and $q$ as follows:

$$
m_{ij,l} = 0, \quad v_{ij,l} = \beta_0^\lambda / (\alpha_0^\lambda - 1),
$$

(33)

$$
\tilde{m}_{ij,l} = 0, \quad \tilde{v}_{ij,l} = \beta_0^\lambda / (\alpha_0^\lambda - 1),
$$

(34)

where $\alpha_0^\lambda$ and $\beta_0^\lambda$ are the parameters of the Gamma prior on $\lambda$. These rules guarantee the matching of means and variances on $w_{ij,l}$ after approximating the Student’s $t$ density in equation (11) in the main document with a Gaussian that has the same mean and variance.
On successive iterations, we refine \( \tilde{f}_{ij,l} \) by first removing this approximate factor from \( q \) to obtain a cavity distribution. This cavity is computed as the ratio of \( q \) and \( \tilde{f}_{ij,l} \). The cavity marginal distribution on \( w_{ij,l} \) and \( \lambda \) is therefore

\[
q^{\setminus ij,l}(w_{ij,l}, \lambda) = \mathcal{N}(w_{ij,l} | m^{\setminus ij,l}, v^{\setminus ij,l})\Gamma\text{amma}(\lambda | \alpha^{\setminus ij,l}, \beta^{\setminus ij,l}),
\]

where

\[
v^{\setminus ij,l} = [v_{ij,l}^{-1} - \tilde{v}_{ij,l}^{-1}]^{-1}, \quad m^{\setminus ij,l} = v^{\setminus ij,l}[m_{ij,l}v_{ij,l}^{-1} - \tilde{m}_{ij,l}\tilde{v}_{ij,l}^{-1}],
\]

\[
\alpha^{\setminus ij,l} = \alpha^\lambda - \tilde{\alpha}_{ij,l} + 1, \quad \beta^{\setminus ij,l} = \beta^\lambda - \tilde{\beta}_{ij,l},
\]

(36)

After this, we update the parameters of \( q \) to match moments between \( q(w_{ij,l}, \lambda) \) and the normalized version of \( f(w_{ij,l}, \lambda)q^{\setminus ij,l}(w_{ij,l}, \lambda) \). For this, we use expression (11) in the main text to approximate the normalization constant of \( f(w_{ij,l}, \lambda)q^{\setminus ij,l}(w_{ij,l}, \lambda) \). This last step is obtained by replacing \( q \) in equation (11) in the main text with the cavity distribution. Equations (6), (7), (9) and (10) from the main document are then used to obtain the new parameters \( m_{ij,l}, v_{ij,l}, \alpha^\lambda \) and \( \beta^\lambda \) for the posterior approximation. Finally, we update the parameters for the approximate factor \( \tilde{f}_{ij,l} \) using

\[
\tilde{v}_{ij,l} = [v_{ij,l}^{-1} - v^{\setminus ij,l}]^{-1}, \quad \tilde{m}_{ij,l} = \tilde{v}_{ij,l}[m_{ij,l}v_{ij,l}^{-1} - m^{\setminus ij,l}[v^{\setminus ij,l}]^{-1}],
\]

\[
\tilde{\alpha}_{ij,l} = \alpha^\lambda - \tilde{\alpha}_{ij,l} + 1, \quad \tilde{\beta}_{ij,l} = \beta^\lambda - \tilde{\beta}_{ij,l},
\]

(38)