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Abstract

Splicing refers to the elimination of non-coding

regions in transcribed pre-messenger ribonucleic

acid (RNA). Discovering splice sites is an impor-

tant machine learning task that helps us not only

to identify the basic units of genetic heredity but

also to understand how different proteins are pro-

duced. Existing methods for splicing prediction

have produced promising results, but often show

limited robustness and accuracy. In this paper,

we propose a deep belief network-based method-

ology for computational splice junction predic-

tion. Our proposal includes a novel method for

training restricted Boltzmann machines for class-

imbalanced prediction. The proposed method

addresses the limitations of conventional con-

trastive divergence and provides regularization

for datasets that have categorical features. We

tested our approach using public human genome

datasets and obtained significantly improved ac-

curacy and reduced runtime compared to state-

of-the-art alternatives. The proposed approach

was less sensitive to the length of input se-

quences and more robust for handling false splic-

ing signals. Furthermore, we could discover non-

canonical splicing patterns that were otherwise

difficult to recognize using conventional meth-

ods. Given the efficiency and robustness of our

methodology, we anticipate that it can be ex-

tended to the discovery of primary structural pat-

terns of other subtle genomic elements.

1. Introduction

In living organisms, biological information flows from de-

oxyribonucleic acid (DNA) to ribonucleic acid (RNA) to
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Figure 1. Gene expression process. Dimers GU(GT) and AG rep-

resent canonical donor and acceptor splice sites, respectively.

Dimer GG shows an example of non-canonical (donor) sites.

protein. DNA is a sequence of four types of nucleotides:

adenine (A), guanine (G), cytosine (C), and thymine (T). A

gene is a segment of DNA that constitutes the basic unit of

heredity. As shown in Fig. 1, genetic information is deliv-

ered from DNA to protein through a procedure called gene

expression (Lockhart & Winzeler, 2000). There are three

major steps in gene expression: transcription, splicing, and

translation.

Eukaryotic genes have an internal structure that includes

two types of subunits: exons (protein-coding regions) and

introns (non-coding regions). Introns intervene between

exons, and the boundary between an exon and an intron

is referred to as the splice junction (site). The majority

of splice sites contain consensus strings called canonical

splicing patterns. The most frequent patterns are dimer

GT (called donor) and dimer AG (called acceptor) at in-

tron/exon boundaries (Burset et al., 2000).

During transcription, DNA is copied into precursor mes-

senger RNA (pre-mRNA), and then the introns in the tran-

scribed pre-mRNA are removed by splicing (Keren et al.,

2010). For a single gene, various combinations of al-
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ternative exons selectively remain in the resulting mature

mRNA, allowing the construction of multiple proteins from

the gene. Consequently, this alternative splicing gives rise

to the enormous diversity of proteins (Nilsen & Graveley,

2010), and the identification of splice sites is a crucial step

to fully understand gene expression.

Existing junction prediction methods belong two cate-

gories: sequence alignment-based and machine learning-

based. Alignment-based strategies (Trapnell et al., 2010;

Wang et al., 2010; Grant et al., 2011) reconstruct exons by

mapping millions of short RNA sequences to the whole

genome sequence and then estimate where splicing oc-

curs using adjacent exons. Despite the need for a refer-

ence genome, alignment methods can identify novel splice

sites in addition to the original sequence locations in the

reference. Alternatively, machine-learning techniques con-

struct a descriptive model of splicing by training with

known junction signals. The learning models used in-

clude artificial neural network (ANN, Stormo et al., 1982;

Noordewier et al., 1990; Brunak et al., 1991), support vec-

tor machine (SVM, Degroeve et al., 2005; Huang et al.,

2006; Sonnenburg et al., 2007), and hidden Markov model

(HMM, Reese et al., 1997; Pertea et al., 2001; Baten et al.,

2006).

Learning-based approaches have produced promising re-

sults since the early 1980’s, but they often suffer from

practical limitations, such as excessive false positives and

limited scalability. With the advent of next-generation

sequencing technology, alignment-based methodologies

using RNA-seq technology (Chu & Corey, 2012) have

gained popularity over the last decade as an alternative to

learning-based approaches. However, existing alignment-

based methods, such as TopHat (Trapnell et al., 2009) and

SpliceMap (Au et al., 2010), consider only canonical splic-

ing signals (GT or AG) in their splitting and merging pro-

cedures and often miss important splicing signals. To

improve the accuracy of prediction, not only canonical

but also non-canonical patterns are important. Given that

machine learning-based methodologies can learn and pre-

dict such non-canonical junction signals, we believe that

learning-based and alignment-based approaches should be

used in a complementary way to boost performance.

In this paper, we propose a new machine learning method

for predicting splicing patterns using a deep belief network

(DBN, Hinton & Salakhutdinov, 2006). A DBN learns

high-level features from unlabeled data (Hinton, 2002) and

then fine-tunes its weights to improve the discriminative

performance. Leveraged by this two-step learning, a DBN

has a strong generalization ability and it has resulted in

breakthroughs in various applications (Erhan et al., 2010).

Our proposal includes a novel procedure for training re-

stricted Boltzmann machines (RBMs) comprising a DBN.

This procedure improves contrastive divergence (CD,

Hinton, 2002) when training an RBM for DNA sequences,

and more generally, for binary representations of categori-

cal information. The idea of our approach resembles that of

boosting in ensemble learning. We thus name the proposed

training scheme boosted CD with categorical gradient.

In our experiments, our approach achieved F1-scores

nearly 20% higher than the alternatives and was particu-

larly effective for training in class imbalanced problems.

We present our work in the context of genomics, but it is

applicable to learning from other types of data that contain

categorical features (i.e., text mining).

2. Background

Deep networks have been adopted successfully for various

tasks, such as image recognition (Krizhevsky et al., 2012),

audio classification (Lee et al., 2009), and face recogni-

tion (Reed et al., 2014). Applications in bioinformatics in-

clude protein structure prediction (Lena et al., 2012), drug-

target interaction prediction (Wang & Zeng, 2013), and

tissue-regulated splicing prediction at RNA level using

RNA-seq data (Leung et al., 2014). To the best of our

knowledge, the present study is the first attempt to predict

splicing signals using DBN at DNA level.

2.1. Restricted Boltzmann Machine (RBM)

A restricted Boltzmann machine contains stochastic

binary-valued hidden units h = {h1, ..., hnh
} and visible

units v = {v1, ..., vnv
}, where nh and nv are the num-

bers of hidden and visible units, respectively. As shown

in Fig. 2(a), the two layers v and h are tied with symmetri-

cally weighted connections denoted byW , forming a bipar-

tite graph. W is represented by an nv × nh matrix, where

wij is the weight for the connection between vi and hj .

Each hidden node has an activation probability given by

P (hj = 1|v) = sigm(cj +
∑nv

i=1 viwij), where the ac-

tivation function sigm(x) = 1/(1 + exp(−x)) is shown

in Fig. 2(b) and cj is the bias weight for the hidden unit

hj . Similarly, the activation probability of visible unit vi is

given by P (vi = 1|h) = sigm(bi +
∑nh

j=1 wijhj), where

bi is the bias unit for the visible unit vi. The energy of the

network can be defined as

E(v,h) = −
nv
∑

i=1

bivi −
nh
∑

j=1

cjhj −
nv
∑

i=1

nh
∑

j=1

viwijhj . (1)

The joint probability for two vectors v and h is given by

P (v,h) = 1
Z
e−E(v,h) where the normalization constant

Z =
∑

v,h e
−E(v,h). The probability of observing a set of

visible units v is given by P (v) = 1
Z

∑

h
e−E(v,h). We

can formulate an optimization problem for training RBM

to minimize the negative log-likelihood (NLL) of data.
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Figure 2. (a) RBM representation; (b) sigmoid activation.

2.2. Contrastive Divergence (CD) for Training RBM

When the gradient descent is utilized to minimize the neg-

ative log-likelihood, the CD procedure is normally used to

approximate the gradient due to the intractable Z inside

P (v). The derivative of the NLL with respect to wij is

∂L

∂wij

=
∂

∂wij

E

[

− log

(

∑

h
e−E(vn,h)

∑

v,h e
−E(v,h)

)]

= Edata[vihj ]−Emodel[vihj].

While Edata[vihj ] is a simple expectation over observed

vectors, Emodel[vihj ] requires the probabilities of all pos-

sible visible states.

To approximate the expectation, CD exploits Gibbs sam-

pling (Lawrence et al., 1993), which enables the estimation

of the distribution using samples close to observations. The

derivative from k-step Gibbs sampling (see Fig. 3) is

∂L

∂W
≈

1

N

N
∑

n=1

(

v(0)
n h(0)T

n − v(k)
n h(k)T

n

)

. (2)

In the same manner, the derivatives of b and c can

be approximated as follows (Bengio, 2009): ∂L
∂b

≈
1
N

∑N

n=1

(

v
(0)
n − v

(k)
n

)

, ∂L
∂c

≈ 1
N

∑N

n=1

(

h
(0)
n − h

(k)
n

)

.

3. Proposed Methodology

Fig. 3 shows an overview of the proposed methodology.

As training data, we use a set of N DNA sequences, each of

which has m nucleotides (nt). Some of these contain either

an acceptor or a donor site, and the others contain no splice

site. Each training sequence has a label: acceptor, donor, or

non-site. Each sequence is converted into a binary vector

by orthogonal encoding (see Section 3.1).

After preprocessing, our approach proceeds in two main

steps: (1) unsupervised pre-training of component RBM

using the proposed boosted contrastive divergence with cat-

egorical gradient; and (2) organizing DBN by RBM stack-

ing and supervised fine-tuning of the DBN. The label of

each training sequence is not used for the first pre-training

step but only for the second fine-tuning step.

Pre-training

of each RBM
 

mini-batch size: 100

# of iterations: 50

learning rate: 0.2

Boosted Contrastive

Divergence with

Categorical Gradient

Stacking RBMs

and Fine-tuning
 

mini-batch size: 100

# of iterations: 100

learning rate: 0.1

Output: softmax
 

in 3-class tasks,

acceptor, donor, or not:

[ 1 0 0 ], [ 0 1 0 ], [ 0 0 1 ]

in 2-class tasks,

junction or not:

[ 1 0 ], [ 0 1 ]

Numerical Encoding
 

In the orthogonal encoding,

length m DNA sequence:

4m-dimensional vector

Input: DNA sequence
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Figure 3. Proposed methodology: (a) pre-training; (b) fine tuning.

In the inference step (not shown in Fig. 3), an unlabeled

DNA sequence is fed to the trained DBN, and it predicts

whether the sequence contains a splice junction or not.

3.1. Input Representation: Encoding DNA Sequences

DNA can be considered as a sequence of categorical val-

ues. Machine learning based methods typically employ an

encoding scheme to convert a DNA sequence into its nu-

merical representation for downstream processing.

For biological sequences, the orthogonal encoding (e.g., 1-

hot encoding) is widely used (Baldi & Brunak, 2001). We

employ nc-bit 1-hot encoding. For nc = 4, A, C, G, and

T are encoded by 1000, 0100, 0010, and 0001, respectively

(we use the notations 1000 and [1, 0, 0, 0] interchangeably).

Orthogonal encoding may cause the trained model to have

limited generalization ability because of the sparsity of en-

coding. For example, sequence AGTT is encoded by 16-

dimensional binary vector 1000001000010001, of which

75% of the elements are zero. To alleviate this issue, we de-

vise a new regularization technique that incorporates prior

knowledge on the sparsity, as will be detailed shortly.

3.2. Training RBM using Boosted Contrastive

Divergence with Categorical Gradients

For a DNA sequence of m nucleotides, we convert it into a

binary vector v of nv = (nc ×m) elements by the nc-bit

1-hot encoding as described previously. This v becomes

the visible units of the RBM described in Section 2.1. In
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Algorithm 1 Boosted CD with Categorical Gradient

Input: N encoded DNA sequences v1, . . . ,vN

Output: weights W,b, c
Initialize W ∼ N (0, 0.1),b = 0, c = 0
for each epoch do

for each minibatch with size N do
Compute Emin = −

∑
i
bi −

∑
j
cj −

∑
i

∑
j
wij

for n = 1 to N do
Compute h

(0)
n = P (h = 1|v(0)

n )

Sample v
(1)
n from P (v = 1|h(0)

n )

Compute h
(1)
n = P (h = 1|v(1)

n )

Compute αn = E(v
(1)
n ,h

(1)
n )− Emin

end for
Normalize αn = N · αn/

∑
n
αn for each n

Update W , b, c using (3), (4), (5) with αn’s
end for

end for

Eq. 2, v(0) and v(k) can be considered as the original input

and its reconstruction vectors, respectively. We require that

the sum of the probabilities of nc consecutive nodes in the

reconstructed v(k) units be 1. We add a regularization term

that penalizes the deviation of the sum of nc visible units

from 1. We called this term the categorical gradient.

The NLL of input data now becomes

minW,b,c E[−
∑N

n=1 logP (vn)]+λc
2

∑m
i=1(

∑nc
j=1 v

(k)

nc(i−1)+j
−1)2

where N is the number of input sequences, and λc repre-

sent sensitivity to the categorical gradient. The update rules

for minimizing the aforementioned NLL are as follows:

∂L

∂W
≈ Eq. (2) +

1

N

N
∑

n=1

f(v(k)
n )h(k−1)

n (3)

∂L

∂b
≈

1

N

N
∑

n=1

(

v(0)
n − v(k)

n + f(v(k)
n )
)

(4)

∂L

∂c
≈

1

N

N
∑

n=1

(

h(0)
n − h(k)

n

)

(5)

f(v) = v ◦ (1− v) ◦ g(v), g(v)i =
nc
∑

j=1

vnc[
i−1
nc

]+j − 1

where operator ◦ denotes the Hadamard product and g(v)
represents an element-wise operation that replicates the

deviations of the sum of the nc nodes from 1. For ex-

ample, g(v) = [g1, g1, g1, g1, g2, g2, g2, g2], where g1 =
∑4

i=1 vi−1 and g2 =
∑8

i=5 vi−1, for nv = 8 and nc = 4.

Using these modified derivatives allows us to extract novel

features that would work well for both reconstruction and

classification. For training with the proposed categorical

gradient, we propose a new approach that improves the

CD-1 approach. Conventional CD often provides a reason-

able approximation of the model distribution but still suf-

fers from a critical drawback: the computation of the neg-

ative phase needs to be more precise than v(k)h(k)T to ap-

proximate the model expectationEmodel[vh
T ]. There have

been approaches to address the issue, such as persistent

CD (Tieleman, 2008) and parallel tempering (Cho et al.,

2010). They often draw samples from the model distri-

bution more accurately than conventional CD, but their ap-

proximations can still be far from the model expectation.

If we assign the same weight to all the data, the perfor-

mance of Gibbs sampling would degrade in the regions that

are hardly observed. To approximate the model expectation

precisely, we need to sample these regions. Borrowing the

idea of boosting in ensemble learning, we emphasize unsta-

ble observations that have high energy during the training

procedure, given that high-energy states typically have low

likelihood and provide a high reconstruction error. When

sampling, we therefore weight each observation by the en-

ergy of its reconstruction E(v
(k)
n ,h

(k)
n ). This re-weighting

is also linked to importance sampling, in which the density

function is scaled in order to move the probability mass to

the desired event region (Neal, 2001).

The rationale behind our idea is as follows: At the begin-

ning of training, the joint probability distribution P (v,h)
is highly unstable and the update direction is affected by

the first several mini-batches. If important observations

are not included therein, the possibility of sampling fur-

ther from these regions decreases because RBM assigns

high energy to these regions. CD training is looped over

all mini-batches and can alleviate this issue to some extent.

However, when there is a significant class imbalance, as in

the junction prediction, we are not likely to extract appro-

priate hidden representations of those observations.

Algorithm 1 presents the pseudocode of our training algo-

rithm, which is named boosted CD with categorical gra-

dients to emphasize the notion of re-weighting. We first

compute the minimum energy Emin under the current con-

figuration (W,b, c) and assign energy-proportional weight

αn to individual data v
(0)
n . We then normalize these α’s

so that the coefficients vary from 0 to N . Most of the

coefficients will be around 1 because most of the energy

values deviate from Emin. Combining αn’s with the up-

date rules is straightforward. For example, Eq. 3 becomes
1
N

∑N

n=1 αn

(

v
(0)
n h

(0)T

n − v
(k)
n h

(k)T

n + f(v
(k)
n )h

(k−1)
n

)

.

3.3. Stacking and Fine-Tuning

After pre-training RBMs with the proposed approach, we

stack them and place an output layer on them to construct a

DBN (see Fig. 3) and then train it in a supervised manner.

For three-class problems, the output softmax layer consists

of three nodes and the resulting output vector y is one of
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Table 1. GWH genome-wide data (Sonnenburg et al., 2007)

two-class, 398nt long, contains canonical signals only

Data ID # of positives # of negatives

GWH-donor 160,601 (0.21%) 76,335,126

WH-acceptor 158,217 (0.29%) 54,469,623

Table 2. UCSC genome browser database (Kent et al., 2002)

three-class, 60nt long, contains non-canonical signals as well

Data ID # of donors # of acceptors # of non-site

UCSC-hg19 62,819 62,819 62,819

UCSC-hg38 63,454 63,454 63,454

the following: 100, 010, or 001 for acceptor, donor, and

non-site, respectively. For two-class problems, the output

layer consists of two nodes, and y is either 10 or 01 for

splice-site (donor/acceptor) or non-site, respectively.

In the fine-tuning step, we utilize backpropagation

to minimize the squared loss function J(W, c) =
1
N

∑N

n=1
1
2 ||f(vn) − yn||22, where f(vn) and yn are the

final output vector of the network for input vn and the de-

sired output vector, respectively. Through this optimiza-

tion, pre-trainedW1, W2, and W3 are fine-tuned to the final

weights W ′

1, W ′

2, and W ′

3, respectively.

3.4. Initialization and Parameter Setting

To speed up the pre-training and fine-tuning procedures,

the input datasets were split into mini-batches of M = 100
sequences.

In the pre-training step, we initialized the values of W in

component RBMs using Gaussian N (0, 0.1) and set both

b and c to the zero vector. We set the number of iterations

and the learning rate to T = 50 and α = 0.2, respectively.

We used a different number of hidden nodes or layers for

different datasets, as will be explained in the next section.

In the fine-tuning stage, the weights (W3, c3) for the output

layer were initialized using the Gaussian N (0, 0.1) and the

zero vector, respectively. The number of iterations and the

learning rate used were T = 100 and α = 0.1.

4. Results and Discussion

4.1. Experiment Preparation

We tested our approach with the datasets listed in Ta-

bles 1 and 2. The genome-wide datasets for humans

(GWH, Sonnenburg et al., 2007) consist of two types of

datasets: GWH-donor and GWH-acceptor. Each of these

two datasets includes sequences from the 24 human chro-

mosomes (22 autosomes and 2 sex chromosomes). All the

sequences in both GWH-donor and GWH-acceptor are of

length 398nt. The splice signals from these sequences are

all canonical, and all the sequences have dimer GT or AG in

the middle. That is, each sequence from GWH-donor has

dimer GT in nucleotide positions 200 and 201, and each se-

quence from GWH-acceptor has dimer AG in positions 198

and 199. These dimers indicate true splice sites for pos-

itive examples, whereas they do not represent splice sites

for negative examples.

For the GWH data, there is a substantial imbalance be-

tween the numbers of positive and negative examples: only

0.21% (0.29%) of the examples are positive for GWH-

donor(acceptor). To see the effect of having this im-

balance in training, we randomly sampled negative ex-

amples and used them, thus varying the so-called decoy

rate1 (Sonnenburg et al., 2007) from 5 to 15.

While the GWH datasets are for two-class classification

(splice sites or not), the UCSC datasets (Kent et al., 2002)

are for three-class classification (donor, acceptor, or nei-

ther). The UCSC-hg38 dataset contains 24,279 genes with

1–173 (on average 9.44) exons per gene. The UCSC

datasets also consist of the sequences from 24 chromo-

somes. Most of these exons have duplicates in the an-

notation database due to alternative splicing (Keren et al.,

2010). We randomly chose 63,454 unique exons out of

229,255. According to Noordewier et al. (1990), we then

generated three examples by taking the sequences centered

at the left, middle, and right boundaries of each exon. They

correspond to acceptor, non-site, and donor examples, re-

spectively. The UCSC-hg19 dataset was also utilized to

generate additional examples in the same manner. Both

UCSC datasets include non-canonical splice signals (i.e.,

other than GT and AG) in addition to canonical signals.

We carried out all the experiments using MATLAB. For

comparison with SVM, we used the LIBSVM pack-

age (Chang & Lin, 2011). Deepmat code (Cho et al., 2010)

was used for the implementation of persistent CD and par-

allel tempering.

In the following, the architecture of a DBN is denoted by

the number of nodes in each layer. For instance, a 1592-

160-16-2 DBN has four layers with 1592 input units, 160

units in the first hidden layer, and so on.

4.2. Improved Prediction Performance and Runtime

To evaluate the prediction performance of our approach,

we measured the F1-score and accuracy values2, and

the runtime, as shown in Fig. 4. For comparison,

1Denoted by r = # negative samples/# positive samples
2F1-score = 2TP/(2TP + FP + FN), accuracy = (TP +

TN)/(P +N)
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Figure 4. Comparison of classification performance: (a) F1-score for GWH-donor; (b) F1-score for GWH-acceptor; (c) accuracy for

UCSC-hg19; (d) accuracy for UCSC-hg38; (e) runtime for UCSC-hg38 (chromosome 1).

we also included SVM (with RBF and sigmoid ker-

nels) and two existing tools for splice junction predic-

tion: GeneSplicer (Pertea et al., 2001) and SpliceMa-

chine (Degroeve et al., 2005), which are based on decision

trees and linear SVM, respectively. Note that these two ex-

isting tools were designed only for two-class problems and

we were able to test them for the GWH data only. We used

(398× 4)-160-16-2 DBN for the GWH data and (60× 4)-
120-30-3 DBN for the UCSC data.

As shown in Fig. 4(a) and (d), the proposed method out-

performed the existing state-of-the-art prediction tools in

terms of the F1-score and accuracy. Note that we per-

formed 10-fold cross validation for each of the 24 indi-

vidual chromosomes to test a single dataset and each of

the boxplots shows the distribution of 240 values. Quan-

titatively, our method showed 4.1–10.2% and 0.2–18.9%

higher performance in terms of the median F1-score for

the GWH-donor and GWH-acceptor datasets, respectively.

For the UCSC datasets, our method produced 2.0–2.4% and

2.1–2.7% higher median accuracy than the SVM method.

Fig. 4(e) shows the runtime of the three different meth-

ods measured on the chromosome 1 dataset (the largest

one) in UCSC-hg38. The proposed approach ran 3.86

times faster and 4.15 times faster than the SVM with the

RBF and sigmoid kernel functions, respectively, in the

worst case. Although the computational complexity of

DBN depends on the numbers of layers and nodes, we

still expect that DBNs will run faster than SVM for large

datasets. This is because SVMs require quadratic program-

ming, which takes O(N2) time with standard interior-point

methods (Alizadeh, 1995). On the other hand, DBN takes

only O(N) because the number of computations for updat-

ing gradients is proportional to N .

4.3. More Robust Prediction by Proposed Approach

We further tested our approach in terms of robustness to

the input sequence and imbalance in training examples, as

shown in Fig. 5. The dataset used came from the chromo-

some 20 part in the GWH-acceptor data.

Fig. 5 (a1–a3) shows how the performance measures3 (F1-

score, precision, and recall) change as we vary the sequence

length m from 38 to 398 with decoy-rate r fixed at 5. The

DBN architecture was accordingly changed from (38× 4)-
160-16-2 to (398 × 4)-160-16-2. With increasing m, the

SVM method produced slowly increasing precision, while

rapidly decreasing recall and the F1-score. This indicates

that longer sequences incur a rapid increase in the number

of false negatives for SVM. Thus, SVM is apt to miss true

splice sites if too many bases are considered around a GT or

AG dimer. Longer sequences also resulted in reduced F1-

scores for DBN, but the degree of reduction was noticeably

smaller for our DBN method, which indicates a higher level

of robustness to sequence lengths. DBN achieved the best

F1-score at 77.13% with length m = 138.

To see the effect of decoy-rate r, we varied r from 5 to

15 for m = 138 with (138 × 4)-160-16-2 DBN and mea-

sured the F1-score, precision, and recall, as shown in Fig. 5

(b1–b3). Similarly to the experiments on sequence lengths,

the proposed DBN approach outperformed the alternative

in terms of r, suggesting that our approach can cope with

the imbalance in training samples better. For instance, as r
increased, so did the precision of SVM, simply because it

predicted the label of most examples to be negative. The

other measures (recall and F1-score) of SVM decreased

more significantly than those of DBN as we increased r.

4.4. Effects of Regularization on Performance

There exist conventional RBM-based approaches to mod-

eling categorical data by normalizing the probabilities of

binary units in a softmax way (Salakhutdinov et al., 2007).

By contrast, our approach utilizes a regularization term for

applying RBM to model discrete data, allowing the sum of

probabilities to slightly deviate from 1 if that is helpful for

3Precision = TP/(TP + FP ), recall = TP/(TP + FN)
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Figure 5. Effects of sequence length m and decoy rate r on performance: (a) varying m from 38 to 398 with fixed r = 5; (b) varying r
from 5 to 15 with fixed m = 138. [data: chromosome 20 in GWH-acceptor]
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Figure 6. Comparing three types of RBMs (basic, softmax, and

proposed) in terms of the reconstruction error. [data: chromo-

some 19 in GWH-donor, sequence length: 200nt, # iterations:

500, learning rate: 0.1, L2-decay: 10−3, λc: 0.02]

minimizing energy.

For a performance comparison, we measured the training

and test error of three types of RBMs (basic, softmax,

and regularized) using samples of the chromosome 19 se-

quences in the GWH-donor data. In the results shown

in Fig. 6, the proposed regularization-based RBM consis-

tently outperformed the softmax version in training and test

error. When the number of samples is less than 2,000, we

observe overfitting (i.e., decreasing training error with in-

creasing test error) for all the approaches compared.

A part of the motivation for our approach comes from the

tradeoff between minimizing energy and maintaining the

probability sum at 1. Given that having low energy is likely

to produce low reconstruction error, the proposed regular-

ized RBM succeeded in achieving lower error by slightly

sacrificing the probability sum constraint. Leveraged by

the regularization term, our approach could find more ap-

propriate hidden representations than the alternatives.

4.5. Efficient RBM Training by Boosted CD

To further validate the proposed boosted CD training,

we tested it with a modified version of the MNIST

dataset (LeCun et al., 1998). To simulate a class-imbalance

situation, we randomly dropped observations with different

drop rates for different classes and created two training sets

Table 3. Test accuracy by different training methods

Method ↓ # of samples → 12,000 25,000 60,000

Boosted CD (proposed) 96.09% 95.69% 98.23%
CD 94.49% 94.36% 98.17%
Persistent CD 45.58% 46.46% 98.36%

Parallel tempering† 95.84% 95.74% 98.52%

†approximately 10 times slower than boosted CD

(with 12,000 and 25,000 samples each) and a test set (with

10,000 samples). We repeated this procedure 10 times.

Table 3 lists the classification accuracy (averaged over the

10 runs) obtained by a 784-200-100-10 DBN trained with

four different methods using the test data. As reference, the

table also shows the accuracy values from the unmodified

MNIST dataset (with 60,000 training examples).

For the two class-imbalance cases, proposed boosted CD

and parallel tempering showed the best performance. How-

ever, due to the need for extra sampling, the time demand

of parallel tempering was approximately 10 times higher

to achieve the level of accuracy comparable to boosted CD.

The performance of persistent CD was notably deteriorated

for the class-imbalance cases. In such cases, the Gibbs

sampler in training would hardly draw samples from low-

density (but important) regions. Because training by per-

sistent CD continues sampling from the Gibbs chain of the

previous iterations, errors may have accumulated, giving

unsatisfactory performance.

4.6. Identification of Non-Canonical Splice Sites

To recognize non-canonical splice sites, such as GC pairs

at donor sites, we trained the models using a combination

of the two UCSC datasets. The merged dataset contained

378,819 sequences and the numbers of donors with GT

pairs and acceptors with AG pairs were 109,000 (86.32% of

donors) and 106,868 (84.63% of acceptors), respectively.

First, we trained the 240-120-3 DBN with both the UCSC-

hg19 and UCSC-hg38 datasets, including canonical splic-

ing. The other parameters were the same as in the previ-
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Figure 7. Top discriminative features for UCSC datasets: (a) including canonical splicing sites; (b) excluding canonical splicing sites.
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Figure 8. The most likely sequences representing non-canonical

splice sites inferred from analyzing Fig. 7(b).

ous experiments. The training yielded two weight matri-

ces, W1 ∈ R240×120 and W2 ∈ R120×3. Here, we can

regard the two matrices as a set of 120 feature vectors and

the discriminative scores for the three classes, respectively.

In other words, each column in W1 is a feature vector and

its corresponding row in W2 is composed of three weight

values for the three classes.

The discriminability of a feature vector can be defined by

the variance of the corresponding row in W2. That is, a

feature vector is not capable of discriminating any classes

when the differences among the three discriminative scores

of the feature vector are close to zero. The feature vectors

were ranked in order of discriminability and the five most

discriminative patterns are shown in Fig. 7(a). The vectors

were reshaped into matrix forms (each row denotes A, C, G,

and T) and colored according to weight values. A darker

blue represents a higher positive value, whereas a darker

red represents a lower negative value. For example, we can

infer the most likely sequence from Fig. 7(a1) as ‘..GT..’
because the third and fourth rows at the boundary are bold

blue. The three numbers presented above each template

represent the three discriminative scores for acceptor, non-

boundary, and donor, from left to right.

As expected, we observed that the most discriminative fea-

tures of Fig. 7(a) are ‘..GT..’ (a1, a2, a3, and a5) and ‘..AG..’
(a4). Because only a few examples of non-canonical splic-

ing were included, it was hard for the feature vector to de-

tect the subtle signals. Therefore, we trained the same DBN

again, using the 162,951 examples that remained after ex-

cluding the canonical splice sites. Fig. 7(b) shows the five

best patterns for the non-canonical sites. We can derive the

most likely sequences from the best weight vectors, as seen

in Fig. 8. We found that non-canonical splicing arose when

introns contained GCA or NAA sequences at their boundaries

or contiguous A’s occurred around the boundaries in exon

regions. Using these methods, we may be able to reveal

more novel patterns related to exons and alternative splic-

ing that otherwise cannot be identified using existing ma-

chine learning techniques.

5. Conclusion

We have presented a novel DBN-based approach to splice

site prediction at DNA level. Our contributions include the

following:

• A new RBM training method called boosted CD with

categorical gradients that improves conventional CD;

• Significant boosts in splice site prediction in terms of

accuracy and runtime, along with reduced susceptibil-

ity to sequence lengths;

• Increased robustness when handling high-dimensional

class-imbalanced data;

• The ability to detect subtle non-canonical splicing sig-

nals that often could not be identified by traditional

methods.

Given the accuracy, efficiency, and robustness of our DBN-

based methodology, we anticipate that it can be extended

to the discovery of primary structural patterns of other ge-

nomic elements that are often too subtle to detect using ex-

isting computational techniques.
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