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Details of Algorithm 2

Several technical notes on power iteration are about ||a||, || 3¢]| and o71.

First, when the iteration stops, 64,@, Bt(T) may not have unit length. To normalize them, we also need to compute their
norms. Observing that

level|? = lleve—1 )1 + 2(as—1, Aa”) + | A2,

and the last two terms only involve manipulations on sparse vectors, we can maintain the norms efficiently.
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Second, it is also possible to avoid explicit normalization Hazﬂl\ by further refining update equations (9)-(12) with

[lee—1]l, || Be—1]| involved.
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When the power iteration stops, we can simply set a;, 5; as follows (without explicit normalization):
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Finally, for o, simple algebra manipulations gives the updates:
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