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Abstract

Structured output prediction is a powerful framework for jointly predicting interdependent output labels. Learning the parameters of structured predictors is a central task in machine learning applications. However, training the model from data often becomes computationally expensive. Several methods have been proposed to exploit the model structure, or decomposition, in order to obtain efficient training algorithms. In particular, methods based on linear programming relaxation, or dual decomposition, decompose the prediction task into multiple simpler prediction tasks and enforce agreement between overlapping predictions. In this work we observe that relaxing these agreement constraints and replacing them with soft constraints yields a much easier optimization problem. Based on this insight we propose an alternative training objective, analyze its theoretical properties, and derive an algorithm for its optimization. Our method, based on the Frank-Wolfe algorithm, achieves significant speedups over existing state-of-the-art methods without hurting prediction accuracy.

1 Introduction

Structured prediction drives many applications of machine learning, including computer vision, natural language processing, and computational biology. Examples include object detection (Felzenszwalb et al., 2010), parsing (Koo et al., 2010), and protein design (Sontag et al., 2008). In this setting data instances are mapped to labels with rich internal structure, whether objects, parse trees, or molecular structures. Although one may decompose the prediction task into multiple independent predictions, it is often better to jointly predict the structured labels in order to account for the correlations between labels, and thus improve prediction accuracy.

In order to achieve high prediction accuracy, the parameters of structured predictors are learned from training data. In particular, in the Structured SVM framework, the learning objective is formulated as regularized structured hinge loss minimization (Collins, 2002; Taskar et al., 2003; Tsochantaridis et al., 2004). Despite the convexity of the structured SVM objective function, finding the optimal parameters of these models is computationally expensive, since it requires comparing training labels with predicted labels. For some specific models (e.g., tree-structured graphs, matchings, and supermodular scores), exact prediction can be done efficiently, however, in general computing the objective or the gradient exactly is intractable. Therefore, one usually resorts to approximate inference algorithms (cf. Taskar et al., 2003; Kulesza and Pereira, 2007; Finley and Joachims, 2008). One family of such approximations that has proved quite successful is based on linear programming (LP) relaxation, or dual decomposition. In this approach the intractable prediction task is decomposed into simpler prediction tasks, and consistency among overlapping predictions is enforced. Although tractable, these algorithms are often very expensive when used as a subroutine within the learning algorithm.

In this work we propose a novel training algorithm for structured SVMs. We observe that the hard consistency constraints between overlapping predictions are computationally expensive. Instead, we suggest to enforce these constraints in a soft manner, by introducing a penalty term that accounts for constraint violation. We provide theoretical guarantees for the soft training objective, and then derive an efficient algorithm for its optimization based on the Frank-Wolfe algorithm. After analyzing the convergence rate of the proposed algorithm, we proceed to evaluate its performance empirically. Our experiments show sig-
significant speedups compared to other state-of-the-art structured SVM trainers, especially when training instances pose challenging inference problems. Importantly, this improved runtime comes with no loss in prediction accuracy.

2 Related Work

Learning structured output predictors was proposed as an extension of binary SVMs in Collins (2002); Taskar et al. (2003); Tschantzaridis et al. (2004). These works formulate learning of structured SVMs as a convex program, and in the last decade numerous algorithms have been proposed for solving it. Those include primal methods like cutting plane (Tschantzaridis et al., 2004), structured perceptron (Collins, 2002) and stochastic gradient descent (SGD)\(^1\) (Ratliff et al., 2007; Shalev-Shwartz et al., 2011), as well as dual methods like structured sequential minimal optimization (Taskar et al., 2003), exponentiated gradient (Collins et al., 2008), and the Frank-Wolfe algorithm (Lacoste-Julien et al., 2013). The faster of these methods achieve a convergence rate of \(O(1/t)\), however they all require a call to the so-called maximization oracle at each iteration, which is NP-hard in general. Consequently, several works proposed to replace the maximization oracle with linear program relaxations thus making learning structured SVMs tractable for general problems (Taskar et al., 2003; Kulesza and Pereira, 2007; Finley and Joachims, 2008). Nevertheless, the execution of LP solvers as a subroutine is the computational bottleneck of these approaches, and can get quite expensive when training instances are large and complicated.

Recently, several works proposed to decompose the LP within structured SVMs using dual losses (Meshi et al., 2010; Hazan and Urtsasun, 2010; Komodakis, 2011). This dual decomposition approach allows to learn structured predictors over general graphs without relying on computationally expensive LP solvers as subroutines. Instead, it requires only cheap local updates that respect the structure of the decomposition. Our method is similar in the sense that it requires only cheap local updates that exploit the structure of the model. However, while previous approaches rely on gradient based optimization and heavily depend on their learning rate (i.e., the gradient step size), ours is a dual method based on Frank-Wolfe optimization (Frank and Wolfe, 1956; Lacoste-Julien et al., 2013). This has the advantage of not requiring tuning of the learning rate, and it allows us to use a sound stopping condition by calculating the duality gap.

Our approach is based on softly enforcing convex program constraints when learning structured predictors. This is known as the penalty method, and has a long history in optimization (see Boukari and Fiacco, 1995, for a survey). Recently, Belanger et al. (2014) proposed to replace hard agreement constraints with soft constraints in the context of the prediction task (i.e., MAP inference). Specifically, they introduce a non-smooth penalty term for constraint violation, which results in box-constraints on dual variables. Similar to our work, they show that optimizing the soft objective can be much faster than optimizing the hard-constrained one. Our work differs, since we focus on the learning problem rather than prediction. Also, our penalty terms are smooth, which leads to a different objective function and faster convergence guarantees.

3 Problem Formulation

Consider a supervised learning setting with data instances \(x\) and labels \(y\). In structured output learning, the possible structures are incorporated into the high-dimensional labels \(y = (y_1, \ldots, y_n)\). In this supervised learning setting, training data \(\{(x^{(m)}, y^{(m)})\}_{m=1}^M\) is used to learn the parameters \(w \in \mathbb{R}^d\) of the linear prediction rule \(y(x; w) = \text{argmax}_y w^\top \phi(x, y)\), where \(\phi(x, y) \in \mathbb{R}^d\) is a function that maps data-label pairs to a feature vector. The goodness of fit is measured by the empirical risk, i.e., the average prediction loss \(\Delta(y(x^{(m)}); w), y^{(m)})\) over the training data. Due to the non-convexity of the empirical risk, structured SVMs upper bound the task loss by a convex surrogate called the structured hinge loss (Taskar et al., 2003; Tschantzaridis et al., 2004). This yields the objective:

\[
\min_w \frac{\lambda}{2} ||w||^2 + \frac{1}{M} \max_y \left[w^\top \phi(x^{(m)}, y) + \Delta(y, y^{(m)})\right] - w^\top \phi(x^{(m)}, y^{(m)})
\]

(1)

Since the space of possible outputs \(y = (y_1, \ldots, y_n)\) is exponential in \(n\), the maximization over outputs will generally be intractable. In many applications, it is common to assume that the score function \(w^\top \phi(x, y)\) decomposes into simpler score functions with respect to subsets of indexes \(\alpha \subset \{1, \ldots, n\}\), namely \(w^\top \phi(x, y) = \sum_{\alpha} w^\alpha_{\alpha} \phi_{\alpha}(x, y_{\alpha})\). Such decomposed scores consider only (possibly overlapping) subsets of output variables \(y_{\alpha} = \{y_i\}_{i \in \alpha}\). Assuming that the task loss \(\Delta\) decomposes in a similar manner, one can write the maximization problems for prediction and training in the form \(\max_y \sum_{\alpha} \theta_{\alpha}(y_{\alpha})\). For example, in many applications the model assigns scores to single and pairs of output variables that correspond to nodes and edges of an undirected graph \(G\):

\[^1\text{More precisely, in this context it is a stochastic subgradient algorithm since the objective is non-differentiable, but, as is common, we use SGD.}\]
\[ \sum_{ij \in E(G)} \theta_{ij}(y_i, y_j) + \sum_{i \in V(G)} \theta_i(y_i). \]

For some decompositions, such as tree-structured graphs and supermodular potential functions, the maximization over outputs can be solved exactly and efficiently. However, this problem is generally NP-hard, and some kind of approximation will be necessary.

One approach to relax the hard learning problem of Eq. (1) is to replace the computationally intractable structured hinge loss for each training example by its (relaxed) dual (Taskar et al., 2005; Meshi et al., 2010). Dividing the subsets \( \alpha \) into singletons, denoted by \( i = 1, \ldots, n \), and high-order subsets \( c \) (also called “factors”), the resulting training problem is:

\[
G : \min_{w, \delta} g(w, \delta) := \frac{\lambda}{2} ||w||^2 + \frac{1}{M} \sum_m \left[ \sum_i \max_{y_i} \left( \theta_i^{(m)}(y_i; w) + \sum_{c \in \xi(c)} \delta_{i,c}^{(m)}(y_i) \right) + \sum_c \max_{y_c} \left( \theta_c^{(m)}(y_c; w) - \sum_{i \in i_c} \delta_{i,c}^{(m)}(y_i) \right) \right],
\]

where \( \theta_i^{(m)}(y_i; w) = w_i^T \phi_{\alpha}(x^{(m)}, y_i) - \phi_{\alpha}(x^{(m)}, y_i^{(m)}) + \Delta(y_i, y_i^{(m)}) \) for all \( \alpha \in \{c, i\} \), and \( w_\alpha \) is the set of parameters pertaining to a particular variable or factor. In this formulation the primal variables \( \phi_{\alpha}(x^{(m)}, y_i) \) encourage agreement between the maximizing argument of a factor and the maximizing arguments of its corresponding variables. For each sample \( m \) there exists such variable for a factor \( c \), variable \( i \in c \), and assignment \( y_i \) (cf. Sontag et al., 2011).

In many convex optimization problems the dual function is easier to optimize than the primal. The dual problem associated with problem \( G \) takes the form:

\[ F : \max_{\mu \in M^{(m)}_S} f(\mu) := \mu^T \ell - \frac{\lambda}{2} ||\Psi \mu||^2, \]

where \( \mu \) is the set of dual variables, \( \Psi_{m, \alpha, y_\alpha} = \frac{1}{M} \left( \phi_{\alpha}(x^{(m)}, y_\alpha^{(m)}) - \phi_{\alpha}(x^{(m)}, y_\alpha) \right) \) is a column vector in \( \mathbb{R}^d \), and \( \ell_{m, \alpha, y_\alpha} = \frac{1}{M} \Delta(y_\alpha, y_\alpha^{(m)}) \) is a scalar.

In this formulation the dual variables \( \mu_i^{(m)}(y_i) \) can be viewed as the marginal probability of the subset assignment \( y_\alpha \) (see, e.g., Taskar et al., 2003; Wainwright and Jordan, 2008). Furthermore, the constraint set \( M^{(m)}_S \), known as the local marginal polytope, is a product domain which enforces agreement between local marginals within each training example:

\[
M^{(m)}_c = \left\{ \mu^{(m)} : \mu^{(m)}(y_i) = \mu_i^{(m)}(y_i) \quad \forall i \in c, y_i \right\}.
\]

where \( \mu_i^{(m)}(y_i) = \sum_{y_\alpha} \mu_i^{(m)}(y_\alpha) \) is the marginal of the variable assignment \( y_i \) taken from the factor marginal \( \mu_i^{(m)} \). Finally, by strong duality we have the mapping \( w(\mu^*) = x^* \) from dual to primal optimal solutions.

Fortunately, training the model with the relaxed objective (Eq. (3) or Eq. (2)) often yields very accurate predictors (Kulesza and Pereira, 2007; Finley and Joachims, 2008). Motivated by this success, in this work our goal is to solve this relaxed training problem efficiently. Focusing on the dual problem \( F \), our main insight is that part of the computational difficulty in optimizing this objective stems from the fact that the marginals associated with a training example \( \mu^{(m)} \) are coupled together through hard agreement constraints in \( M^{(m)}_c \). Therefore, in what follows we alleviate this complication by introducing soft agreement constraints, which facilitates more efficient training.

### 4 Learning with Soft Constraints

In this section we present an alternative training objective that softly enforces the marginalization constraints in Eq. (4). By penalizing violation of those constraints we are able to learn structured predictors effectively while avoiding the costly hard constraints. Moreover, below we show that although we enforce the constraints only softly, we can still control the accuracy of learning.

The penalty method is a generic approach for constrained optimization in which some constraints are replaced by a penalty term for violation of those constraints (Boukari and Fiacco, 1995). Formally, consider the general optimization problem \( \max_{\mu \in S} f(\mu) \) s.t. \( A \mu = 0 \), and replace the constraint with a penalty term: \( \max_{\mu \in S} f(\mu) - \frac{\rho}{2} ||A \mu||^2 \). Here \( \rho \) is a parameter that controls the strength of the penalty. Clearly, as \( \rho \to 0 \) the penalty increases and the solution of the unconstrained problem converges to a solution for the original constrained problem.

Applying this idea to the marginalization constraints in \( F \) (see Eq. (4)) means replacing the constraint \( \mu_i^{(m)}(y_i) = \mu_i^{(m)}(y_i) \) with a penalty term of the form \( \frac{1}{2\rho} \left( \mu_i^{(m)}(y_i) - \mu_i^{(m)}(y_i) \right)^2 \) for all \( m, c, i \in c, y_i \). As before, we can write the resulting problem concisely as:

\[ F_{\rho} : \max_{\mu \in S^\rho} f_{\rho}(\mu) := \mu^T \ell - \frac{\lambda}{2} ||\Psi \mu||^2 - \frac{\rho}{2} ||A \mu||^2, \]

where \( (A \mu)_{m,c,i,y_i} = \frac{1}{M} \left( \mu_i^{(m)}(y_i) - \mu_i^{(m)}(y_i) \right) \), and \( S^\rho \) is a product domain with per-factor simplex constraints (see Eq. (4)). Intuitively, the additional

---

2In the context of MAP inference index \( \delta \) are usually treated as dual variables, but here we use them in the primal.

3Although we focus here on the first-order LP relaxation, our results can be easily extended to tighter relaxations (Sontag et al., 2008; Werner, 2008).

---

penalty term serves to “smooth” the boundaries of the local marginal polytope constraints in $F$, while keeping the feasible domain $\mu \in M_2$ unchanged. Notice that in this formulation each factor is constrained independently so there is no coupling between factors. In Section 5 we use this to derive an efficient training algorithm, but first we study the theoretical properties of the proposed objective.

4.1 Analysis

To better understand learning with soft constraints (Eq. (5)), we begin by examining the dual of $F_\rho$, which takes the form (see Appendix A):

$$
G_\rho : \min_{w,\delta} g_\rho(w,\delta) := g(w,\delta) + \frac{\rho}{2}\|\delta\|^2.
$$

(6)

Strong duality provides the primal-dual mapping $\delta(\mu) = A\mu$, and $w(\mu) = \Psi\mu$. This problem is the same as the primal $G$, except for the additional $L_2$ term for $\delta$. Notice that this regularization makes the primal $g_\rho$ strongly convex in both $w$ and $\delta$, whereas $g$ is strongly convex in $w$, but only piecewise linear in $\delta$. This is important from an optimization point of view, since strong convexity may lead to better convergence rates (cf. Shamir and Zhang, 2013). We next justify the use of the softly constrained objective by bounding its difference from the constrained one.

In the next theorem we use the following notation. Let $\|w\|_2 \leq B$ for all $w$, let $\|\phi(x,y)\|_2 \leq R$ for all $(x,y)$, and let $\Delta(y,y') \leq L$ for all $(y,y')$. Therefore, $\|\theta\|_\infty \leq 2BR + L$. In addition, let $[Y_i]$ be the number of states of output variable $i$, and let $Y_{\max} = \max_i [Y_i]$ denote the maximum over all variables. Finally, let $q$ be the maximal number of factors (including singletons) in any instance.

**Theorem 4.1.** Let $g_\rho^*$ be the optimal value of $G_\rho$, and let $g^*$ be the optimal value of $G$. Then $g_\rho^* - \frac{\rho}{2}h \leq g^* \leq g_\rho^*$, where $h = M(8Y_\max q(2BR + L))^2$.

The proof is given in Appendix B. This theorem shows that despite using soft constraints, we still have guarantees w.r.t. the original constrained objective. We point out that such result does not hold in general, and our proof makes use of special properties of the objective function (see Appendix B). At first glance, the bound in Theorem 4.1 may seem quite loose due to the linear dependence on the number of samples $M$. However, recall that the difference between $g_\rho$ and $g$ is the $L_2$ regularization term for $\delta$. Unlike the weight vector $w$, the number of agreement variables (length of $\delta$) grows with $M$, and therefore its norm also grows linearly with $M$. In Section 6 we demonstrate that this is not a serious limitation of our approach, since in practice the difference between the soft- and hard-constrained solutions is not so large, even for relatively high values of $\rho$.

The previous theorem shows that the soft optimum is not far from the hard constrained one. We can actually obtain a similar result for a near-optimal solution.

**Theorem 4.2.** Let $\mu_\rho^*$ be a dual solution to $F_\rho$ for which the duality gap is bounded: $D_\rho(\mu_\rho^*) = g_\rho(w(\mu_\rho^*),\delta(\mu_\rho^*)) - f_\rho(\mu_\rho^*) \leq \epsilon$. Then $(w(\mu_\rho^*),\delta(\mu_\rho^*))$ is $(\epsilon + \frac{\rho}{2}h)$-optimal for $G$.

The proof is given in Appendix C. Theorem 4.2 implies that in order to get an $\epsilon$-optimal solution to $G$, it is enough to set $\rho = \epsilon/h$ and require a bound of $\epsilon/2$ on the duality gap. We next proceed to derive an optimization algorithm for the soft dual objective $f_\rho$.

5 Algorithm

In this section we propose to use the Frank-Wolfe algorithm for optimizing our alternative dual problem $F_\rho$ (Eq. (5)). As this is a constrained convex program, there are other methods that can be applied to reach the same global optimum, such as exponentiated gradient. We opt for Frank-Wolfe due to its simplicity and parameter-free implementation. In particular, it does not require tuning of meta parameters (e.g., step-size).

The original Frank-Wolfe algorithm (Frank and Wolfe, 1956) is a conditional gradient method, where in each step a linear upper-bound of the objective function is computed, and then an optimal solution of the linear function under the constraints is found. The variables are then updated by taking a step towards this optimal solution. Recently, a block-coordinate Frank-Wolfe algorithm (BCFW) has been used for structured SVMs, where in each iteration only a few of the variables are updated (Lacoste-Julien et al., 2013) (in this setting it is equivalent to stochastic dual coordinate ascent (Shalev-Shwartz and Zhang, 2013)). Moreover, for structured SVMs the optimal step size can be computed analytically, resulting in a parameter-free algorithm.

The BCFW algorithm is applicable to product domains, where variables in each block are constrained independently of the other blocks. In structured SVMs the constraints couple together all dual variables in the same training example. As a result, in order to compute an update, the algorithm requires calling a maximization oracle per example. Even for approximate oracles, this may get quite costly when training instances consist of many interdependent variables. In
Algorithm 1 Block-coordinate Frank-Wolfe for soft structured SVM

1: Initialize: \( w = 0, \delta = 0, \mu^{(m)}_a(y_a) = 1 \{ y_a = y^{(m)}_a \} \)
   for all \( m, a, y_a \)
2: while not converged do
3:     Randomly sample a block \((m, a)\)
4:     if Variable chosen \((\alpha \in \{ 1 \})\) then
5:         Let \( \theta_i(y_i) = \theta^{(m)}_i(y_i; w) + \sum_{c \in \mathcal{C}} \delta^{(m)}_c(y_i) \)
6:         Let \( y_i^* = \arg\max_{y_i} \theta_i(y_i) \) and let \( s_i \) be the corresponding indicator vector
7:         Let \( \gamma = \frac{\lambda \| s_i - \mu^{(m)}(s_i) \| ^2 + \rho N_i \| s_i - \mu^{(m)}(s_i) \| ^2}{\mu^{(m)}_a(y_a)} \) and clip to \([0, 1]\)
8:     end if
9:     if Factor chosen \((\alpha \in \{ c \})\) then
10:        Let \( \theta_c(y_c) = \theta^{(m)}_c(y_c; w) + \sum_{i \in \mathcal{I}} \delta^{(m)}_c(y_i) \)
11:       Let \( y_c^* = \arg\max_{y_c} \theta_c(y_c) \), and let \( s_c \) be the corresponding indicator vector
12:      Let \( \gamma = \frac{\lambda \| s_c - \mu^{(m)}(s_c) \| ^2 + \rho \sum_{i \in \mathcal{I}} A_i \| s_c - \mu^{(m)}(s_c) \| ^2}{\mu^{(m)}_a(y_a)} \) and clip to \([0, 1]\)
13:     end if
14:    Update \( \mu^{(m)}_a(y_a) \leftarrow (1 - \gamma) \mu^{(m)}_a(y_a) + \gamma s_a \)
15:    Update \( w = \Psi \mu \) and \( \delta = A \mu \)
16: end while

In contrast, in our objective \( f_\rho \) each factor is constrained independently, so the oracle calls are much cheaper.

Applying BCFW to our dual objective \( f_\rho \) yields Algorithm 1. Here, \( N_i = \{ c : i \in c \} \) is the number of factors containing variable \( i \), \( \Psi_{m,a} \) is the part in \( \Psi \) corresponding to sample \( m \) and factor \( a \), and \( A_{ci} \) marginalizes \( \mu \) to values of variable \( i \in c \). To derive this algorithm, we need to first compute a lower bound on the objective, which reduces to computing the gradient of each block. It turns out that in our case the block gradients are \( \nabla_{\mu^{(m)}_a(y_a)} f_\rho = \theta^{(m)}_a(y_a) \) (lines 5 and 10). Interestingly, this has the exact same form as the factor scores in the primal \( g \) (Eq. (2)), and is known as a reparameterization of the model scores (Wainwright and Jordan, 2008; Sontag et al., 2011). The next step in the algorithm is to optimize the linear function over the constraints, which means computing \( s_a = \arg\max_{s_a \in S_a} \left( s_a, \nabla_{\mu^{(m)}_a} f_\rho \right) \). Since \( S_a \) consists of local simplex constraints, the optimal \( s_a \) is just an indicator vector for the maximal element (lines 6 and 11). Next, the optimal step size is obtained by solving the univariate quadratic problem \( \min_{c \in [0, 1]} f_\rho(\mu + \gamma (s_a - \mu)) \), which results in the values in lines 7 and 12. Finally, a step is taken towards the optimal point \( s_a \) (line 14).

Algorithm 1 has several compelling properties. First, the update of primal variables \((w, \delta)\) in line 15 is computationally cheap since a change in \( \mu^{(m)}_a \) affects only \( w_a \) and \( \delta \) variables pertaining to the chosen \( a \) (i.e., its neighbors in the factor graph). For more details see Appendix D. Second, the algorithm employs simple per-factor maximization oracles, unlike more expensive oracles employed by other algorithms (e.g., max-marginals oracle in Meshi et al. (2010)). Third, the algorithm can naturally handle global factors (i.e., \( y_e = y \)) by storing only primal variables \((w, \delta)\) and some auxiliary compact variables, and executing all updates in primal space (see Appendix D). In this case, all we need to do is solve the factor maximization in line 11, which is possible for several global factors (cf. Koo et al., 2010). On the other hand, if dual variables \( \mu \) can be maintained, then this algorithm can be naturally used with kernels. Fourth, since the optimal step-size is computed analytically, there are no hyperparameters to tune. Finally, as a stopping criterion we use the duality gap, which requires computing the primal objective \( g_\rho \) every several passes over the data.

5.1 Convergence Rate

We next analyze the convergence rate of Algorithm 1. We build on the following theorem.

Theorem 5.1 (Lacoste-Julien et al. (2013), Theorem 2). For each \( t \geq 0 \) it holds that \( f_\rho^t - E \left[ f_\rho^{(t)} \right] \leq \frac{2Mq}{t+2Mq} \left( C^{\infty}_f + (f_\rho^t - f_\rho^{(t)}) \right) \), where \( C^{\infty}_f \) is the curvature constant of \( f_\rho \), and the expectation is over the random choice of blocks. Furthermore, the duality gap is bounded by \( \frac{6Mq}{t+T} \left[ C^{\infty}_f + (f_\rho^t - f_\rho^{(t)}) \right] \), for some \( 0 \leq i \leq t \).

Given this theorem, it remains to compute the curvature constant \( C^{\infty}_f \). In Appendix E we show that \( C^{\infty}_f = \frac{\mu}{\lambda} \left( \frac{1}{\lambda} + \frac{1}{\rho} \right) \), which leads to the following result.

Corollary 5.2. Algorithm 1 obtains (in expectation) an \( \epsilon \)-optimal solution to problem \( G_\rho \) with duality gap \( E[D_\rho] \leq \epsilon \) after \( O \left( \frac{2}{\epsilon} \left( \frac{1}{\lambda} + \frac{1}{\rho} \right) \right) \) iterations.\(^7\)

In comparison, for the constrained objective \( f \) (Eq. (3)) the rate obtained in Lacoste-Julien et al. (2013) is \( O \left( \frac{1}{\epsilon^2} \right) \), which seems faster. However, recall that each iteration requires calling a maximizing

\(^7\)Using a simple argument it is easy to show that the Lagrange duality gap \( D_p \) is equal to the Fenchel duality gap in our case, which justifies this statement of the theorem.

\(^7\)This actually requires assuming a bound on the initial suboptimality \( f_\rho^0 - f_\rho^{(0)} \) which can be partly relaxed with a finer analysis of the line-search procedure (see Lacoste-Julien et al., 2013).
oracle for a complete training example \((\mu^{(m)} \text{ block})\),
while Algorithm 1 requires optimizing only over factor blocks \(\mu^{(m)}_a\),
which can be much cheaper. Combining this result with Theorem 4.2 yields the following result.

**Corollary 5.3.** Running Algorithm 1 for \(O\left(\frac{q^2}{\epsilon} \left(\frac{1}{\lambda} + \frac{1}{\rho}\right)\right)\) iterations yields a primal solution \(w\) that is \((\epsilon + \frac{\rho}{2} h)\)-optimal for problem \(G\). Put differently, in order to get an \(\epsilon\)-optimal solution for problem \(G\), it is enough to set \(\rho = \epsilon/h = O(\epsilon/Mq^2)\) and run Algorithm 1 for \(O\left(\frac{q^2}{\epsilon^2} + \frac{Mq^4}{\epsilon^2}\right)\) iterations.

We observe that due to the linear dependence on \(M\) in Theorem 4.1, we need to set \(\rho\) small in order to get an accurate solution to problem \(G\). In turn, this results in a distressing term of \(Mq^4/\epsilon^2\) in our bound. However, we will see in Section 6 that in actual applications we do not have to set \(\rho\) very small to achieve good accuracy.

6 **Experiments**

We next evaluate our algorithm empirically and compare its performance against state-of-the-art baselines. For all algorithms we use our own C++ implementation. We tune the regularization constant \(\lambda\) via cross-validation, and report results for the optimal value, when training with the entire trainset. We conduct experiments on two different domains: multi-label classification and image segmentation.

**Multi-label classification** In multi-label classification the task is to assign a subset of possible labels that best fits a given input. In this problem each label is represented by a binary variable \(y_i \in \{0,1\}\), and the model consists of singleton and pairwise scores: \(w^\top \phi(x,y) = \sum_{i} (w_i^\top x) y_i + \sum_{i,j \neq i} w_{ij} y_i y_j\) (for all \(\binom{n}{2}\) possible pairs). We first focus on the Yeast dataset, where there are \(n = 14\) labels, \(|x| = 103\) features (hence, \(d = 1533\)), \(M = 1500\) training samples, and 917 test samples.

We begin by studying the effect of the penalty constant \(\rho\). Figure 1 (left) shows the training objective as a function of the number of effective passes through the data (epochs) for different values of \(\rho\). First, we observe, as expected, that as \(\rho\) becomes smaller the optimum of the soft objective \(g_{\rho}^*\) gets closer to the optimal constrained objective \(g^*\), and the algorithm takes longer to converge. Second, the soft objective \(g_{\rho}(w, \delta_\rho)\) approaches the constrained objective \(g(w, \delta_\rho)\), and in fact, for \(\rho \leq 0.1\) the two become practically indistinguishable. This suggests that the bounds in Section 4.1 may sometimes be loose.

Figure 1 (right) gives a different perspective on the effect of \(\rho\). Here we fix the number of training epochs (i.e., allowed computation) and plot the training objective for different values of \(\rho\). We see that setting \(\rho\) too large yields loose objective values, while setting \(\rho\) too small results in slow convergence, which also makes the objective value suboptimal. Setting \(\rho = 1\) seems to work well across different computational budgets (a similar behavior was observed for the other datasets).

We next compare our algorithm to other state-of-the-art trainers for structured SVM. In particular, we implement the block-coordinate FW algorithm (Lacoste-Julien et al., 2013) for the constrained problem \(F\), where each block consists of a single training example \(\mu^{(m)}\), and we use the GLPK solver to compute the

---

The multi-label datasets are available at http://mulan.sourceforge.net.
updates. In the same spirit of our approach, we also tried to decrease the tolerance of constraint satisfaction or solution accuracy within the LP solver, however this did not result in any noticeable improvement in runtime. We also run the Dual-Loss-Primal-Weights (DLPW) algorithm (Meshi et al., 2010), which optimizes $g$ by combining block-minimization updates on $\delta$ with SGD updates on $w$. Notice that this method is similar to ours in the sense that the updates are "local" and do not process complete training samples. In addition, we compare to a smooth version of DLPW in which the max terms in $g$ are replaced with soft-max terms (Hazan and Urtasun, 2010). Here we try several smoothing constants and show the best performing one. For both DLPW variants we try several step sizes for SGD (i.e., $\eta/t$) and show the one with the best convergence behavior. We compare computational cost of the algorithms in terms of runtime rather than oracle calls since different algorithms require oracles with very different costs.

Figure 2 (left, top) shows that our method is competitive in terms of convergence speed. Notice that in this problem the training instances consist of only 14 variables, so the LP solver employed by FW is pretty effective and overall convergence is fast. Figure 2 (left, bottom) compares test accuracy of the predictors. For all algorithms we use an LP solver to compute test prediction, and we use a simple rounding scheme in case of fractional solutions. Here we observe that the performance of our method is rather insensitive to the choice of $\rho$, and even a large value $\rho = 10$ is sufficient to obtain good prediction accuracy. We notice that our algorithm is able to quickly learn an accurate model.

To compare the algorithms in a more challenging setting, we run experiments on the Reuters multi-label dataset (RCV1). We adopt the experimental setting of Samdani and Roth (2012), where there are 6000 instances, with $|x| = 47,236$ input features, and the output is reduced to the $n = 30$ most frequent labels (here, $d \approx 1.4M$). We randomly split the data into $M = 5000$ training and 1000 test samples. Performance is measured by an $F1$ score rather than plain accuracy, since the number of active labels per instance is relatively small (see Samdani and Roth, 2012).

In Figure 2 (middle) we observe that our method is up to two orders of magnitude faster than the baselines. Since outputs are modeled by a fully connected graph over 30 labels, the LP solver consumes more time, which in turn slows down the FW algorithm. Here we see that choosing a strong penalty ($\rho = 0.1$) might increase the runtime (although it is still significantly faster than the baselines), however, mild values ($\rho \in \{1, 10\}$) yield fast training and accurate predictors.

**Image segmentation** We next conduct experiments on the task of semantic segmentation from computer vision. Here the goal is to assign a class to each pixel of an input image. We focus on the MSRC-21 dataset, and use the model and features from Yao et al. (2012). In this problem there are 21 possible classes, and the model has two types of output variables corresponding to fine-level and coarse-level labels.

---

9. We omit DLPW here since it performed poorly.

10. Available from [http://ttic.uchicago.edu/~yaojian/HolisticSceneUnderstanding.html](http://ttic.uchicago.edu/~yaojian/HolisticSceneUnderstanding.html).
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Finally, we test the e↵ect of the train size \( M \) on the soft constrained objective function. To this end, we randomly sample a subset of the training data of increasing size \( (M) \), we set \( \rho = 1 \) and compute the difference 

g(w(\mu^*_\rho), \delta(\mu^*_\rho)) - g^* \]

is obtained by optimizing \( f_\rho \). This is averaged over 10 random sub-

samples. In Figure 3 we see that for all datasets the difference in objective values grows much slower than linearly (notice the log-scale). In fact, as the train-set becomes larger the difference in objectives stops growing, and even shrinks. This again shows that the bound in Theorem 4.2 may be loose in practice.

7 Conclusion and Future Work

In this paper we present a novel training algorithm for structured prediction. The key idea of our work is that strictly enforcing local marginalization constraints is not so crucial in the context of structured learning. Based on this insight, we apply the penalty method to the structured SVM objective function. We pro-

vide theoretical guarantees for both the resulting ob-

jective function and optimization algorithm. We also demonstrate empirically on diverse datasets, that us-

ing soft constraints can significantly reduce training effort while maintaining the same predictive quality.

Our method can be extended in several ways. First, it is reasonable to start the penalty strength \( \rho \) from a fairly loose (high) value and gradually decrease it along the iterations in order to enforce the marginal-

ization constraints more strictly. Second, one can use an augmented Lagrangian formulation which includes Lagrange multipliers for the constraints in addition to the quadratic penalty. The multipliers are updated in an outer loop, where in each iteration we need to solve the problem in Eq. (5) with an additional linear term (requires a minor modification to Algorithm 1). The optimal solution is then guaranteed to satisfy the marginalization constraints, for any value \( \rho \). Third, to improve the convergence rate, it is possible to smooth the max terms in the primal objective Eq. (2), for example by applying the smooth-max-of-hinge tech-
nique in Shalev-Shwartz and Zhang (2014). This adds a simple regularizer to the dual problem Eq. (5) (which again requires a small change in Algorithm 1).

Finally, our work is related to previous work on sta-

tistical estimation and optimization errors in machine learning. In particular, it has been shown that in some scenarios, it is not necessary to carry out the optimization with great accuracy (Bottou and Bousquet, 2007; Shalev-Shwartz and Srebro, 2008). In the same spirit, our method trades-off optimization error with compu-
tational cost by using an approximate more convenient objective function. Studying this trade-off in our case is an interesting future direction.
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