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1. Dual Function

Recall the quadratic form of the Q-Function Q, (s, a) in the
action ¢ and state s

Qt(sa a) = %aTQaaa + aTQasS + CLTQ(L + Q(S)' (D

The new policy 7 (a|s) solution of the constrained max-
imization problem is again of linear-Gaussian form and
given by

mi(als) = N(a|FLs + Ff, F(n* +w")),

such that the gain matrix, bias and covariance matrix of 7}
are function of matrices F' and L and vector f where

F= (W*Et_l - Qau)ilv L= U*Efth + Qas;
f = ’r]*zt_lkt + da-
With n* and w* the optimal Lagrange multipliers related

to the KL and entropy constraints, obtained by minimizing
the dual function

ge(m,w) =n€—wﬁ+(n+w)/ﬁt(8)

g ([ n(alsy ) exp Qo) 0+ ) ) a5

From the quadratic form of Q;(s,a) and by additionally
assuming that the state distribution is approximated by
pt(s) = N(s|us, Xs), the dual function simplifies to

gr(n,w) = ne — wpf + pd Mps + (S M) + pl'm + my.
Where M, m and my are defined by
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The convex dual function g, can be efficiently minimized
by gradient descent and the policy update is performed
upon the computation of n* and w*. The gradient w.r.t.
n and w is given by!

89t(77; W)
on

= cst + lin + quad
cst=e— % (ke — FHY S (ky — Ff) — %[log 1275, |
—log 27 (n + W) F| + (1 + w)tue(S, ' F) — d].
lin= ((K; — FL)ps)" 37 (Ff = k).
quad = T (K, + FL)TS; (K, + FL)u,
+ (s (K + FL)T'S, YK, + FL))

dgt(n,w)

1
il B+ §(da + log [27(n + w) F|).

1
M= (L"FL —nK{S7'K;), m = LT Ff—nKS; "k,

1 _
my = 5(fTFf — k'S Kk — nlog 208
+ (n+w)log |2m(n + w)F)).

'est, lin, quad, F, L and £ all depend on 7 and w. We dropped
the dependency from the notations for compactness. d, is the
dimensionality of the action.



