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## 1. Dual Function

Recall the quadratic form of the Q-Function $\tilde{Q}_{t}(s, a)$ in the action $a$ and state $s$

$$
\begin{equation*}
\tilde{Q}_{t}(s, a)=\frac{1}{2} a^{T} Q_{a a} a+a^{T} Q_{a s} s+a^{T} q_{a}+q(s) \tag{1}
\end{equation*}
$$

The new policy $\pi_{t}^{\prime}(a \mid s)$ solution of the constrained maximization problem is again of linear-Gaussian form and given by

$$
\pi_{t}^{\prime}(a \mid s)=\mathcal{N}\left(a \mid F L s+F f, F\left(\eta^{*}+\omega^{*}\right)\right)
$$

such that the gain matrix, bias and covariance matrix of $\pi_{t}^{\prime}$ are function of matrices $F$ and $L$ and vector $f$ where

$$
\begin{aligned}
& F=\left(\eta^{*} \Sigma_{t}^{-1}-Q_{a a}\right)^{-1}, \quad L=\eta^{*} \Sigma_{t}^{-1} K_{t}+Q_{a s} \\
& f=\eta^{*} \Sigma_{t}^{-1} k_{t}+q_{a}
\end{aligned}
$$

With $\eta^{*}$ and $\omega^{*}$ the optimal Lagrange multipliers related to the KL and entropy constraints, obtained by minimizing the dual function

$$
\begin{aligned}
& g_{t}(\eta, \omega)=\eta \epsilon-\omega \beta+(\eta+\omega) \int \tilde{\rho}_{t}(s) \\
& \log \left(\int \pi(a \mid s)^{\eta /(\eta+\omega)} \exp \left(\tilde{Q}_{t}(s, a) /(\eta+\omega)\right)\right) \mathrm{d} \mathbf{s}
\end{aligned}
$$

From the quadratic form of $\tilde{Q}_{t}(s, a)$ and by additionally assuming that the state distribution is approximated by $\tilde{\rho}_{t}(\mathbf{s})=\mathcal{N}\left(\mathbf{s} \mid \mu_{\mathbf{s}}, \Sigma_{\mathbf{s}}\right)$, the dual function simplifies to
$g_{t}(\eta, \omega)=\eta \epsilon-\omega \beta+\mu_{\mathbf{s}}^{T} M \mu_{\mathbf{s}}+\operatorname{tr}\left(\Sigma_{s} M\right)+\mu_{\mathbf{s}}^{T} m+m_{0}$.
Where $M, m$ and $m_{0}$ are defined by

$$
\begin{aligned}
& M=\frac{1}{2}\left(L^{T} F L-\eta K_{t}^{T} \Sigma_{t}^{-1} K_{t}\right), m=L^{T} F f-\eta K_{t}^{T} \Sigma_{t}^{-1} k_{t} \\
& m_{0}=\frac{1}{2}\left(f^{T} F f-\eta k_{t}^{T} \Sigma_{t}^{-1} k_{t}-\eta \log \left|2 \pi \Sigma_{t}\right|\right. \\
& \\
& \quad+(\eta+\omega) \log |2 \pi(\eta+\omega) F|)
\end{aligned}
$$

