Heteroscedastic Sequences: Beyond Gaussianity

A. Missing Proofs

Proposition 3.1. Let {Et}thl be a sequence of loss func-
tions, and {{;}1_, a sequence of corresponding approxi-
mation functions for which it holds that

E[Vii(a) | Fi_1] = Vii(a) + by(a),

for all t and a € K. Denote by {at}thl the sequence of
actions that a first-order algorithm A outputs for {h;}1_;,

where hi(a) = ly(a) + a' (V(ar) — Vi(ar)). Then,
T T
E[Rr (01, ..., 0r)] =Y E[l(ar)] = > li(a”)
T
E [Bf(h1,....hr)] = Y E[(ar —a*) Tbe(ar)]

where a* = arg ming e ZtT:l ¢y(a), and B (hy, . .., hr)
is the regret bound of algorithm A applied to {h;}L_;.

Proof. Notice that Vhy(a;) = Vi(a;). Thus, applying
algorithm A to {h;}1_; yields the following guarantee:

T T
RE(h, . hr) =Y hi(ar) =Y hula)
t=1 t=1
< Bi(ha,...,hr), (8)

for any fixed action a € K. Next, note that

Elhi(ar)] = Elti(ar)] + Ela/] (Vii(ar) — VLi(ay))]
= E[t:(ar)] + E[E[a/ (Vli(ar) — Vei(ar)) | Foa]]
= E[t(ar)] + Ela) B[(Vi(ar) — VEi(ar)) | Fia]]
= E[li(ar)] + E[a, bi(ay)],

and also that

E[h:(a)] = E[¢:(a)] + Ela" (Vi (ar) —
E[t:(a)] + Ela "E[(V/(a;) —
E[t:(a)] + Ela by(ar)],

Vii(ar))]
Vii(ar)) | Fi-1]]

for any fixed action ¢ € K. Finally, taking expectation on
Equation (8) and substituting E[h:(a:)], E[h:(a)] as com-
puted above yields

T
E[Rr(ly,...,0r)] = ZE [ (ar)]
=1

HMH

T

— ZIE [(a¢ — a)Tbt(at)] ,

t=1

E [Bf(hi,... . ht)]

for any fixed action a € I, and in particular for a*. O

Lemma A.1. Algorithm 2 generates online predictions for
which it holds that:

T
ZE [(UE—(M%) - Ug(?(%))ﬂ
=1
t . 2
D 07w ko) <57

Proof. Define an auxiliary function

i 2
G (u) = (u¢(xe) —ug dlar))
and notice that B[V (u,) | Fo_1] = V% (u;), where

Fi—1 denotes the sigma-algebra that consists of the ac-
Slg 531g

tions w1, . .., u, and the losses ¢7°, . .. Next, define
h¢(u) as in Clalm 3.1:
he(u) = G(u) + u" (V6 (ur) — VEE(w)),

and notice that Vhy(us) = V£ (u;). Thus, by Claim 3.1

we can obtain

E[Rr(6}%, ..., (7%)] < E[Bf (b, ... hr)]
=E[BF(E, ... £7%)]
< 8T'/2,
as stated in the lemma. O

Proposition 4.2. Let (3%, (Y4 and (Y% be as defined above
and let a € (0,1). Then, Algorithm 2 generates online
sequences {u; y_, and {v;}L_ for which it holds that:

yt‘ > Ct) S «,

1 L
72 Tl
t:l

2 max{ﬁ,v:w(mt)}

for ¢y = - and B = 16T~1/4,

Proof. Using the techniques of Section 3.2, we have that

T T
. 4T1/2
Zﬁ — min 058 (u) < a,
— lull <1 = B
and also that
T
16T1/2a2
R EV*“ — min KV"“ _
t; g |\v\|s1tzj1 p?
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where we used the fact that & < 55+ Equipped with the
c3 o]
above, we can bound the quantity of interest:
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where (1) follows by Markov’s inequality; (2) follows by
the regret bound for {£;¥}_,: and (3) follows by the regret
bound for {£}*}1_, and the relationship between the ¢; and
the /5 norms. O



