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Abstract
We introduce structured prediction energy net-
works (SPENs), a flexible framework for struc-
tured prediction. A deep architecture is used
to define an energy function of candidate labels,
and then predictions are produced by using back-
propagation to iteratively optimize the energy
with respect to the labels. This deep architecture
captures dependencies between labels that would
lead to intractable graphical models, and per-
forms structure learning by automatically learn-
ing discriminative features of the structured out-
put. One natural application of our technique is
multi-label classification, which traditionally has
required strict prior assumptions about the inter-
actions between labels to ensure tractable learn-
ing and prediction. We are able to apply SPENs
to multi-label problems with substantially larger
label sets than previous applications of struc-
tured prediction, while modeling high-order in-
teractions using minimal structural assumptions.
Overall, deep learning provides remarkable tools
for learning features of the inputs to a prediction
problem, and this work extends these techniques
to learning features of structured outputs. Our
experiments provide impressive performance on
a variety of benchmark multi-label classification
tasks, demonstrate that our technique can be used
to provide interpretable structure learning, and
illuminate fundamental trade-offs between feed-
forward and iterative structured prediction.

1. Introduction

Structured prediction is an important problem in a variety
of machine learning domains. Consider an input x and
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structured output y, such as a labeling of time steps, a col-
lection of attributes for an image, a parse of a sentence, or
a segmentation of an image into objects. Such problems
are challenging because the number of candidate y is expo-
nential in the number of output variables that comprise it.
As a result, practitioners encounter computational consid-
erations, since prediction requires searching an enormous
space, and also statistical considerations, since learning ac-
curate models from limited data requires reasoning about
commonalities between distinct structured outputs. There-
fore, structured prediction is fundamentally a problem of
representation, where the representation must capture both
the discriminative interactions between x and y and also al-
low for efficient combinatorial optimization over y. With
this perspective, it is unsurprising that there are natural
combinations of structured prediction and deep learning,
a powerful framework for representation learning.

We consider two principal approaches to structured predic-
tion: (a) as a feed-forward function y = f(x), and (b) using
an energy-based viewpoint y = arg min

y

0 E
x

(y0
) (LeCun

et al., 2006). Feed-forward approaches include, for exam-
ple, predictors using local convolutions plus a classifica-
tion layer (Collobert et al., 2011), fully-convolutional net-
works (Long et al., 2015), or sequence-to-sequence predic-
tors (Sutskever et al., 2014). Here, end-to-end learning can
be performed easily using gradient descent. In contrast, the
energy-based approach may involve non-trivial optimiza-
tion to perform predictions, and includes, for example, con-
ditional random fields (CRFs) (Lafferty et al., 2001). From
a modeling perspective, energy-based approaches are desir-
able because directly parametrizing E

x

(·) provides practi-
tioners with better opportunities to utilize domain knowl-
edge about properties of the structured output. Further-
more, such a parametrization may be more parsimonious,
resulting in improved generalization from limited data. On
the other hand, prediction and learning are more complex.

For energy-based prediction, prior applications of deep
learning have mostly followed a two-step construction:
first, choose an existing model structure for which the
search problem y = arg min

y

0 E
x

(y0
) can be performed ef-

ficiently, and then express the dependence of E
x

(·) on x via
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a deep architecture. For example, the tables of potentials of
an undirected graphical model can be parametrized via a
deep network applied to x (LeCun et al., 2006; Collobert
et al., 2011; Jaderberg et al., 2014; Huang et al., 2015;
Schwing & Urtasun, 2015; Chen et al., 2015). The advan-
tage of this approach is that it employs deep architectures
to perform representation learning on x, while leveraging
existing algorithms for combinatorial prediction, since the
dependence of E

x

(y0
) on y0 remains unchanged. In some

of these examples, exact prediction is intractable, such as
for loopy graphical models, and standard techniques for
learning with approximate inference are employed. An al-
ternative line of work has directly maximized the perfor-
mance of iterative approximate prediction algorithms by
performing back-propagation through the iterative proce-
dure (Stoyanov et al., 2011; Domke, 2013; Hershey et al.,
2014; Zheng et al., 2015).

All of these families of deep structured prediction tech-
niques assume a particular graphical model for E

x

(·) a-
priori, but this construction perhaps imposes an excessively
strict inductive bias. Namely, practitioners are unable to
use the deep architecture to perform structure learning,
representation learning that discovers the interaction be-
tween different parts of y. In response, this paper explores
Structured Prediction Energy Networks (SPENs), where a
deep architecture encodes the dependence of the energy on
y, and predictions are obtained by approximately minimiz-
ing the energy iteratively via gradient descent.

Using gradient-based methods to predict structured outputs
was mentioned in LeCun et al. (2006), but applications
have been limited since then. Mostly, the approach has
been applied for alternative goals, such as generating adver-
sarial examples (Szegedy et al., 2014; Goodfellow et al.,
2015), embedding examples in low-dimensional spaces (Le
& Mikolov, 2014), or image synthesis (Mordvintsev et al.,
2015; Gatys et al., 2015a;b). This paper provides a concrete
extension of the implicit regression approach of LeCun
et al. (2006) to structured objects, with a target applica-
tion (multi-label classification), a family of candidate archi-
tectures (Section 3), and a training algorithm (a structured
SVM (Taskar et al., 2004; Tsochantaridis et al., 2004)).

Overall, SPENs offer substantially different tradeoffs than
prior applications of deep learning to structured predic-
tion. Most energy-based approaches form predictions us-
ing optimization algorithms that are tailored to the prob-
lem structure, such as message passing for loopy graphical
models. Since SPEN prediction employs gradient descent,
an extremely generic algorithm, practitioners can explore a
wider variety of differentiable energy functions. In partic-
ular, SPENS are able to model high-arity interactions that
would result in unmanageable treewidth if the problem was
posed as an undirected graphical model. On the other hand,

SPEN prediction lacks algorithmic guarantees, since it only
performs local optimization of the energy.

SPENs are particularly well suited to multi-label classifi-
cation problems. These are naturally posed as structured
prediction, since the labels exhibit rich interaction struc-
ture. However, unlike problems with grid structure, where
there is a natural topology for prediction variables, the in-
teractions between labels must be learned from data. Prior
applications of structured prediction, eg. using CRFs, have
been limited to small-scale problems, since the techniques’
complexity, both in terms of the number of parameters to
estimate and the per-iteration cost of algorithms like be-
lief propagation, grows at least quadratically in the num-
ber of labels L (Ghamrawi & McCallum, 2005; Finley &
Joachims, 2008; Meshi et al., 2010; Petterson & Caetano,
2011). For SPENs, though, both the per-iteration predic-
tion complexity and the number of parameters scale lin-
early in L. We only impose mild prior assumptions about
labels’ interactions: they can be encoded by a deep ar-
chitecture. Motivated by recent compressed sensing ap-
proaches to multi-label classification (Hsu et al., 2009;
Kapoor et al., 2012), we further assume that the first layer
of the network performs a small set of linear projections of
the prediction variables. This provides a particularly parsi-
monious representation of the energy function and an inter-
pretable tool for structure learning.

On a selection of benchmark multi-label classification
tasks, the expressivity of our deep energy function pro-
vides accuracy improvements against a variety of competi-
tive baselines, including a novel adaptation of the ‘CRF as
RNN’ approach of Zheng et al. (2015). We also offer exper-
iments contrasting SPEN learning with alternative SSVM-
based techniques and analyzing the convergence behavior
and speed-accuracy tradeoffs of SPEN prediction in prac-
tice. Finally, experiments on synthetic data with rigid mu-
tual exclusivity constraints between labels demonstrate the
power of SPENs to perform structure learning and illumi-
nate important tradeoffs in the expressivity and parsimony
of SPENs vs. feed-forward predictors. We encourage fur-
ther application of SPENs in various domains.

2. Structured Prediction Energy Networks
For many structured prediction problems, an x ! y map-
ping can be defined by posing y as the solution to a poten-
tially non-linear combinatorial optimization problem, with
parameters dependent on x (LeCun et al., 2006):

min
y

E

x

(y) subject to y 2 {0, 1}L. (1)

This includes binary CRFs, where there is a coordinate of
y for every node in the graphical model. Problem (1) could
be rendered tractable by assuming certain structure (e.g., a
tree) for the energy function E

x

(·). Instead, we consider
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general E
x

(·), but optimize over a convex relaxation of the
constraint set:

min
ȳ

E

x

(ȳ) subject to ȳ 2 [0, 1]

L. (2)

In general, E
x

(ȳ) may be non-convex, where exactly solv-
ing (2) is intractable. A reasonable approximate optimiza-
tion procedure, however, is to minimize (2) via gradient
descent, obtaining a local minimum. Optimization over
[0, 1]

L can be performed using projected gradient descent,
or entropic mirror descent by normalizing over each coor-
dinate (Beck & Teboulle, 2003). We use the latter because
it maintains iterates in (0, 1)

L, which allows using energy
functions and loss functions that diverge at the boundary.

There are no guarantees that our predicted ȳ is nearly 0-1.
In some applications, we may round ȳ to obtain predictions
that are usable downstream. It may also be useful to main-
tain ‘soft’ predictions, eg. for detection problems.

In the posterior inference literature, mean-field approaches
also consider a relaxation from y to ȳ, where ȳ

i

would be
interpreted as the marginal probability that y

i

= 1 (Jordan
et al., 1999). Here, the practitioner starts with a probabilis-
tic model for which inference is intractable, and obtains
a mean-field objective when seeking to perform approxi-
mate variational inference. We make no such probabilistic
assumptions, however, and instead adopt a discriminative
approach by directly parametrizing the objective that the
inference procedure optimizes.

Continuous optimization over ȳ can be performed us-
ing black-box access to a gradient subroutine for E

x

(ȳ).
Therefore, it is natural to parametrize E

x

(ȳ) using deep
architectures, a flexible family of multivariate function ap-
proximators that provide efficient gradient calculation.

A SPEN parameterizes E
x

(ȳ) as a neural network that
takes both x and ȳ as inputs and returns the energy (a sin-
gle number). In general, a SPEN consists of two deep ar-
chitectures. First, the feature network F(x) produces an f -
dimensional feature representation for the input. Next, the
energy E

x

(ȳ) is given by the output of the energy network
E(F (x), ȳ). Here, F and E are arbitrary deep networks.

Note that the energy only depends on x via the value of
F (x). During iterative prediction, we improve efficiency
by precomputing F (x) and not back-propagating through
F when differentiating the energy with respect to ȳ.

3. Example SPEN Architecture
We now provide a more concrete example of the architec-
ture for a SPEN. All of our experiments use the general
configuration described in this section. We denote matrices
in upper case and vectors in lower case. We use g() to de-
note a coordinate-wise non-linearity function, and may use

different non-linearities, eg. sigmoid vs. rectifier, in differ-
ent places. Appendix A.2 provides a computation graph for
this architecture.

For our feature network, we employ a simple 2-layer net-
work:

F (x) = g(A
2

g(A
1

x)). (3)

Our energy network is the sum of two terms. First, the local
energy network scores ȳ as the sum of L linear models:

Elocal
x

(ȳ) =

LX

i=1

ȳ
i

b>
i

F (x). (4)

Here, each b
i

is an f dimensional vector of parameters for
each label.

This score is added to the output of the global energy net-
work, which scores configurations of ȳ independent of x:

Elabel
x

(ȳ) = c>
2

g(C
1

ȳ). (5)

The product C
1

ȳ is a set of learned affine (linear + bias)
measurements of the output, that capture salient features
of the labels used to model their dependencies. By learn-
ing the measurement matrix C

1

from data, the practitioner
imposes minimal assumptions a-priori on the interaction
structure between the labels, but can model sophisticated
interactions by feeding C

1

ȳ through a non-linear function.
This has the additional benefit that the number of param-
eters to estimate grows linearly in L. In Section 7.3, we
present experiments exploring the usefulness of the mea-
surement matrix as a means to perform structure learning.

In general, there is a tradeoff between using increasingly
expressive energy networks and being more vulnerable to
overfitting. In some of our experiments, we add another
layer of depth to (5). It is also natural to use a global energy
network that conditions on x, such as:

Econd
x

(ȳ) = d>
2

g(D
1

[ȳ; F (x)]). (6)

Our experiments consider tasks with limited training data,
and here we found that using a data-independent energy (5)
helped prevent overfitting, however.

Finally, it may be desirable to choose an architecture for g
that results in a convex problem in y Amos & Kolter (2016).
Our experiments select g based on accuracy, rather than
algorithmic guarantees resulting from convexity.

3.1. Conditional Random Fields as SPENs

There are important parallels between the example SPEN
architecture given above and the parametrization of a
CRF (Lafferty et al., 2001). Here, we use CRF to refer
to any structured linear model, which may or may not be
trained to maximize the conditional log likelihood. For the
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sake of notational simplicity, consider a fully-connected
pairwise CRF with local potentials that depend on x, but
data-independent pairwise potentials. Suppose we apply
E

x

(·) directly to y, rather than to the relaxation ȳ. The
corresponding global energy net would be:

Ecrf
x

(y) = y>S
1

y + s>y. (7)

In applications with large label spaces, (7) is troublesome
in terms of both the statistical efficiency of parameter esti-
mation and the computational efficiency of prediction be-
cause of the quadratic dependence on L. Statistical issues
can be mitigated by imposing parameter tying of the CRF
potentials, using a low-rank assumption, eg. (Srikumar &
Manning, 2014; Jernite et al., 2015), or using a deep ar-
chitecture to map x to a table of CRF potentials (LeCun
et al., 2006). Computational concerns can be mitigated by
choosing a sparse graph. This is difficult for practitioners
when they do not know the dependencies between labels a-
priori. Furthermore, modeling high-order interactions than
pairwise relationships is very expensive with a CRF, but
presents no extra cost for SPENs. Finally, note that using
affine, rather than linear, measurements in C

1

is critical to
allow SPENs to be sufficiently universal to model dissocia-
tivity between labels, a common characteristic of CRFs.

For CRFs, the interplay between the graph structure and
the set of representable conditional distributions is well-
understood (Koller & Friedman, 2009). However, char-
acterizing the representational capacity of SPENs is more
complex, as it depends on the general representational ca-
pacity of the deep architecture chosen.

4. Learning SPENs
In Section 2, we described a technique for producing
predictions by performing continuous optimization in the
space of outputs. Now we discuss a gradient-based tech-
nique for learning the parameters of the network E

x

(ȳ).

In many structured prediction applications, the practitioner
is able to interact with the model in only two ways: (1)
evaluate the model’s energy on a given value of y, and (2)
minimize the energy with respect to the y. This occurs, for
example, when predicting combinatorial structures such as
bipartite matchings and graph cuts. A popular technique
in these settings is the structured support vector machine
(SSVM) (Taskar et al., 2004; Tsochantaridis et al., 2004).

If we assume (incorrectly) that our prediction procedure
is not subject to optimization errors, then (1) and (2) ap-
ply to our model and it is straightforward to train using
an SSVM. This ignores errors resulting from the potential
non-convexity of E

x

(ȳ) or the relaxation from y to ȳ. How-
ever, such an assumption is a reasonable way to construct
an approximate learning procedure.

Define �(y
p

, y
g

) to be an error function between a predic-
tion y

p

and the ground truth y
g

, such as the Hamming loss.
Let [·]

+

= max(0, ·). The SSVM minimizes:
X

{xi,yi}

max

y

[�(y
i

, y) � E
xi(y) + E

xi(yi)]
+

. (8)

Here, the [·]
+

function is redundant when performing ex-
act energy minimization. We require it, however, because
gradient descent only performs approximate minimization
of the non-convex energy. Note that the signs in (8) differ
from convention because here prediction minimizes E

x

(·).
We minimize our loss with respect to the parameters of the
deep architecture E

x

using mini-batch stochastic gradient
descent. For {x

i

, y
i

}, computing the subgradient of 8 with
respect to the prediction requires loss-augmented inference:

y
p

= arg min

y

(��(y
i

, y) + E
xi(y)) . (9)

With this, the subgradient of (8) with respect to the model
parameters is obtained by back-propagation through E

x

.

We perform loss-augmented inference by again using gra-
dient descent on the relaxation ȳ, rather than performing
combinatorial optimization over y. Since � is a discrete
function such as the Hamming loss, we need to approx-
imate it with a differentiable surrogate loss, such as the
squared loss or log loss. For the log loss, which diverges at
the boundary, mirror descent is crucial, since it maintains
ȳ 2 (0, 1)

L. The objective (8) only considers the energy
values of the ground truth and the prediction, ensuring that
they’re separated by a margin, not the actual ground truth
and predicted labels (9). Therefore, we do not round the
output of (9) in order to approximate a subgradient of (8);
instead, we use the ȳ obtained by approximately minimiz-
ing (9).

Training undirected graphical models using an SSVM
loss is conceptually more attractive than training SPENs,
though. In loopy graphical models, it is tractable to solve
the LP relaxation of MAP inference using graph-cuts or
message passing techniques, eg. (Boykov & Kolmogorov,
2004; Globerson & Jaakkola, 2008). Using the LP relax-
ation, instead of exact MAP inference, in the inner loop
of CRF SSVM learning is fairly benign, since it is guar-
anteed to over-generate margin violations in (8) (Kulesza
& Pereira, 2007; Finley & Joachims, 2008). On the other
hand, SPENs may be safer from the perils of in-exact op-
timization during learning than training CRFs with the log
loss. As LeCun & Huang (2005) discuss, the loss function
for un-normalized models is unaffected by “low-energy ar-
eas that are never reached by the inference algorithm .”

Finally, we have found that it is useful to initialize the pa-
rameters of the feature network by first training them us-
ing a simple local classification loss, ignoring any interac-
tions between coordinates of y. For problems with very
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limited training data, we have found that overfitting can be
lessened by keeping the feature network’s parameters fixed
when training the global energy network parameters.

5. Applications of SPENs
SPENs are a natural model for multi-label classification,
an important task in a variety of machine learning appli-
cations. The data consist of {x, y} pairs, where y =

{y
1

, . . . , y
L

} 2 {0, 1}L is a set of multiple binary labels
we seek to predict and x is a feature vector. In many
cases, we are given no structure among the L labels a-
priori, though the labels may be quite correlated. SPENs
are a very natural model for multi-label classification be-
cause learning the measurement matrix C

1

in (5) provides
an automatic method for discovering this interaction struc-
ture. Section 6.1 discusses related prior work.

SPENs are very general, though, and can be applied to
any prediction problem that can be posed, for example, as
MAP inference in an undirected graphical model. In many
applications of graphical models, the practitioner employs
certain prior knowledge about dependencies in the data to
choose the graph structure, and certain invariances in the
data to impose parameter tying schemes. For example,
when tagging sequences with a linear-chain CRF, the pa-
rameterization of local and pairwise potential functions is
shared across time. Similarly, when applying a SPEN, we
can express the global energy net (5) using temporal con-
volutions, ie. C

1

has a repeated block-diagonal structure.
Section A.4 describes details for improving the accuracy
and efficiency of SPENs in practice.

6. Related Work
6.1. Multi-Label Classification

The most simple multi-label classification approach is to
independently predict each label y

i

using a separate classi-
fier, also known as the ‘binary relevance model’. This can
perform poorly, particularly when certain labels are rare
or some are highly correlated. Modeling improvements
use max-margin or ranking losses that directly address the
multi-label structure (Elisseeff & Weston, 2001; Godbole
& Sarawagi, 2004; Bucak et al., 2009).

Correlations between labels can be modeled explicitly us-
ing models with low-dimensional embeddings of labels (Ji
& Ye, 2009; Cabral et al., 2011; Yu et al., 2014; Bha-
tia et al., 2015). This can be achieved, for example, by
using low-rank parameter matrices. In the SPEN frame-
work, such a model would consist of a linear feature net-
work (3) of the form F (x) = A

1

x, where A
1

has fewer
rows than there are target labels, and no global energy net-
work. While the prediction cost of such methods grows

linearly with L, these models have limited expressivity,
and can not capture strict structural constraints among la-
bels, such as mutual exclusivity and implicature. By using
a non-linear multi-layer perceptron (MLP) for the feature
network with hidden layers of lower dimensionality than
the input, we are able to capture similar low-dimensional
structure, but also capture interactions between outputs. In
our experiments, is a MLP competitive baseline that has
been under-explored in prior work.

It is natural to approach multi-label classification using
structured prediction, which models interactions between
prediction labels directly. However, the number of param-
eters to estimate and the per-iteration computational com-
plexity of these models grows super-linearly in L (Gham-
rawi & McCallum, 2005; Finley & Joachims, 2008; Meshi
et al., 2010; Petterson & Caetano, 2011) , or requires strict
assumptions about labels’ depencies (Read et al., 2011;
Niculescu-Mizil & Abbasnejad, 2015).

Our parametrization of the global energy network (5) in
terms of linear measurements of the labels is inspired
by prior approaches using compressed sensing and error-
correcting codes for multi-label classification (Hsu et al.,
2009; Hariharan et al., 2010; Kapoor et al., 2012). How-
ever, these rely on assumptions about the sparsity of the
true labels or prior knowledge about label interactions, and
often do not learn the measurement matrix from data. We
do not assume that the labels are sparse. Instead, we as-
sume their interaction can be parametrized by a deep net-
work applied to a set of linear measurements of the labels.

6.2. Deep Structured Models

It is natural to parametrize the potentials of a CRF using
deep features (LeCun et al., 2006; Collobert et al., 2011;
Jaderberg et al., 2014; Huang et al., 2015; Chen et al.,
2014; Schwing & Urtasun, 2015; Chen et al., 2015). Alter-
natively, non-iterative feed-forward predictors can be con-
structed using structured models as motivation (Stoyanov
et al., 2011; Domke, 2013; Kunisch & Pock, 2013; Her-
shey et al., 2014; Li & Zemel, 2014; Zheng et al., 2015).
Here, a model family is chosen, along with an iterative ap-
proximate inference technique for the model. The infer-
ence technique is then unrolled into a computation graph,
for a fixed number of iterations, and parameters are learned
end-to-end using backpropagation. This directly optimizes
the performance of the approximate inference procedure,
and is used as a baseline in our experiments.

While these techniques can yield expressive dependence on
x and improved training, the dependence of their expres-
sivity and scalability on y is limited, since they build on
an underlying graphical model. They also require deriving
model-structure-specific inference algorithms.
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6.3. Iterative Prediction using Neural Networks

Our use of backprogation to perform gradient-based pre-
diction differs from most deep learning applications, where
backpropagation is used to update the network parameters.
However, backpropagation-based prediction has been use-
ful in a variety of deep learning applications, including
siamese networks (Bromley et al., 1993), methods for gen-
erating adversarial examples (Szegedy et al., 2014; Good-
fellow et al., 2015), methods for embedding documents as
dense vectors (Le & Mikolov, 2014), and successful tech-
niques for image generation and texture synthesis (Mordv-
intsev et al., 2015; Gatys et al., 2015a;b). (Carreira et al.,
2015) propose an iterative structured prediction method for
human pose estimation, where predictions are constructed
incrementally as y

t+1

= y
t

+ �(x, y
t

). The � network
is trained as a multi-variate regression task, by defining a
ground truth trajectory for intermediate y

t

.

7. Experiments
7.1. Multi-Label Classification Benchmarks

Table 1 compares SPENs to a variety of high-performing
baselines on a selection of standard multi-label classifica-
tion tasks. Dataset sizes, etc. are described in Table 4.
We contrast SPENs with BR: independent per-label logistic
regression; MLP: multi-layer perceptron with ReLU non-
linearities trained with per-label logistic loss, ie. the feature
network equation (3) coupled with the local energy network
equation (4); and LR: the low-rank-weights method of Yu
et al. (2014). BR and LR results, are from Lin et al. (2014).
The local energy of the SPEN is identical to the MLP.

We also compare to deep mean field (DMF), an instance of
the deep ‘unrolling’ technique described in Section 6.2. We
consider 5 iterations of mean-field inference in a fully con-
nected pairwise CRF with data-dependent pairwise factors,
and perform end-to-end maximum likelihood training. Lo-
cal potentials are identical to the MLP classifier, and their
parameters are clamped to reduce overfitting (unlike any
of the other methods, the DMF has L2 parameters). De-
tails of our DMF predictor, which may be of independent
interest, are provided in Section A.3. Note that we only
obtained high performance by using pretrained unary po-
tentials from the MLP. Without this, accuracy was about

BR LR MLP DMF SPEN
Bibtex 37.2 39.0 38.9 40.0 42.2

Bookmarks 30.7 31.0 33.8 33.1 34.4
Delicious 26.5 35.3 37.8 34.2 37.5

Table 1. Comparison of various methods on 3 standard datasets in
terms of F1 (larger is better).

half that of Table 1.

We report the example averaged (macro average) F1 mea-
sure. For Bibtex and Delicious, we tune hyperparameters
by pooling the train and test data and sampling without re-
placement to make a split of the same size as the original.
For Bookmarks, we use the same train-dev-test split as Lin
et al. (2014).We seleced 15 linear measurements (rows of
C

1

in (5)) for Bookmarks and Bibtex, and 5 for Delicious.
Section A.5 describes additional choices of hyperparam-
eters. For SPENs, we obtain predictions by rounding ȳ

i

above a threshold tuned on held-out data.

There are multiple key results in Table 1. First, SPENs are
competitive compared to all of the other methods, includ-
ing DMF, a structured prediction technique. While DMF
scales computationally to moderate scales, since the al-
gorithm in Section A.3 is vectorized and can be run effi-
ciently on a GPU, and can not scale statistically, since the
pairwise potentials have so many parameters. As a result,
we found it difficult to avoid overfitting with DMF on the
Bookmarks and Delicious datasets. In fact, the best perfor-
mance is obtained by using the MLP unary potentials and
ignoring pairwise terms. Second, MLP, a technique that
has not been treated as a baseline in recent literature, is sur-
prisingly accurate as well. Finally, the MLP outperformed
SPEN on the Delicious dataset. Here, we found that accu-
rate prediction requires well-calibrated soft predictions to
be combined with a confidence threshold. The MLP, which
is trained with logistic regression, is better at predicting soft
predictions than SPENs, which are trained with a margin
loss. To obtain the SPEN result for Delicious in Table 1,
we need to smooth the test-time prediction problem with
extra entropy terms to obtain softer predictions.

Many multi-label classification methods approach learn-
ing as a missing data problem. Here, the training labels
y are assumed to be correct only when y

i

= 1. When
y
i

= 0, they are treated as missing data, whose values can
be imputed using assumptions about the rank (Lin et al.,
2014) or sparsity (Bucak et al., 2011; Agrawal et al., 2013)
of the matrix of training labels. For certain multi-label
tasks, such modeling is useful because only positive labels
are annotated. For example, the approach of (Lin et al.,
2014) achieves 44.2 on the Bibtex dataset, outperforming
our method, but only 33.3 on Delicious, substantially worse
than the MLP or SPEN. Missing data modeling is orthogo-
nal to the modeling of SPENs, and we can combine missing
data techniques with SPENs.

7.2. Comparison to Alternative SSVM Approaches

Due to scalability considerations, most prior applications
of CRFs to multi-label classification have been restricted
to substantially smaller L than those considered in Table 1.
In Table 2, we consider the 14-label yeast dataset (Elisseeff
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EXACT LP LBP DMF SPEN
20.2 ± .5 20.5 ± .5 24.3 ± .6 23 ± .2 20.0 ± .3

Table 2. Comparing different prediction methods, which are used
both during SSVM training and at test time, using the setup
of Finley & Joachims (2008) on the Yeast dataset, with hamming
error (smaller is better). SPENs perform comparably to EXACT
and LP, which provide stronger guarantees for SSVM training.

& Weston, 2001), which is the largest label space fit us-
ing a CRF in Finley & Joachims (2008) and Meshi et al.
(2010). Finley & Joachims (2008) analyze the effects of
inexact prediction on SSVM training and on test-time pre-
diction. Table 2 considers exact prediction using an ILP
solver, loopy belief propagation (LBP), solving the LP re-
laxation, the deep mean-field network described in the pre-
vious section, and SPENs, where the same prediction tech-
nique is used at train and test time. All results, besides
SPEN and DMF, are from Finley & Joachims (2008). The
SPEN and DMF use linear feature networks. We report
hamming error, using 10-fold cross validation.

We use Table 2 to make two arguments. First, it provides
justification for our use of the deep mean field network
as an MRF baseline in the previous section, since it per-
forms comparably to the other MRF methods in the ta-
ble, and substantially better than LBP. Second, a key ar-
gument of Finley & Joachims (2008) is that SSVM train-
ing is more effective when the train-time inference method
will not under-generate margin violations. Here, LBP and
SPEN, which both approximately minimize a non-convex
inference objective, have such a vulnerability, whereas LP
does not, since solving the LP relaxation provides a lower
bound on the true solution to the value of (9). Since SPEN
performs similarly to EXACT and LP, this suggests that
perhaps the effect of inexact prediction is more benign for
SPENs than for LBP. However, SPENs exhibit alternative
expressive power to pairwise CRFs, and thus it is difficult
to fully isolate the effect of SSVM training on accuracy.

7.3. Structure Learning Using SPENs

Next, we perform experiments on synthetic data designed
to demonstrate that the label measurement matrix, C

1

in
the global energy network (5), provides a useful tool for
analyzing the structure of dependencies between labels.
SPENs impose a particular inductive bias about the inter-
action between x and y. Namely, the interactions between
different labels in y do not depend on x. Our experiments
show that this parametrization allows SPENs to excel in
regimes of limited training data, due to their superior par-
simony compared to analogous feed-forward approaches.

To generate data, we first draw a design matrix X with 64
features, with each entry drawn from N(0, 1). Then, we

# train examples Linear 3-Layer MLP SPEN
1.5k 80.0 81.6 91.5
15k 81.8 96.3 96.7

Table 3. Comparing performance (F1) on the synthetic task with
block-structured mutual exclusivity between labels. Due to its
parsimonious parametrization, the SPEN succeeds with limited
data. With more data, the MLP performs comparably, suggesting
that even rigid constraints among labels can be predicted in a feed-
forward fashion using a sufficiently expressive architecture.

(a) ReLU (b) HardTanh

Figure 1. Learned SPEN measurement matrices on synthetic data
containing mutual exclusivity of labels within size-4 blocks, for
two different choices of nonlinearity in the global energy network.
16 Labels on horizontal axis and 4 hidden units on vertical axis.

generate a 64 x 16 weights matrix A, again from N(0, 1).
Then, we construct Z = XA and split the 16 columns of Z
into 4 consecutive blocks. For each block, we set Y

ij

= 1

if Z
ij

is the maximum entry in its row-wise block, and 0
otherwise. We seek a model with predictions that reliably
obey these within-block exclusivity constraints.

Figure 1 depicts block structure in the learned measure-
ment matrix. Measurements that place equal weight on
every element in a block can be used to detect violations
of the mutual exclusivity constraints characteristic of the
data generating process. The choice of network architec-
ture can significantly affect the interpretability of the mea-
surement matrix, however. When using ReLU, which acts
as the identity for positive activations, violations of the data
constraints can be detected by taking linear combinations
of the measurements (a), since multiple hidden units place
large weight on some labels. This obfuscates our ability
to perform structure learning by investigating the measure-
ment matrix. On the other hand, since applying HardTanh
to measurements saturates from above, the network learns
to utilize each measurement individually, yielding substan-
tially more interpretable structure learning in (b).

Next, in Table 3 we compare: a linear classifier, a 3-Layer
ReLU MLP with hidden units of size 64 and 16, and a
SPEN with a simple linear local energy network and a 2-
layer global energy network with HardTanh activations and
4 hidden units. Using fewer hidden units in the MLP re-
sults in substantially poorer performance. We avoid using
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non-linear local energy network because we want to force
the global energy network to capture all label interactions.

Note that the SPEN consistently outperforms the MLP, par-
ticularly when training on only 1.5k examples. In the lim-
ited data regime, their difference is because the MLP has 5x
more parameters, since we use a simple linear feature net-
work in the SPEN. We also inject domain knowledge about
the constraint structure when designing the global energy
network’s architecture. Figure 5 in the Appendix demon-
strates that we can perform the same structure learning as
in Figure 1 on this small training data.

Next, observe that for 15k examples the performance of the
MLP and SPEN are comparable. Initially, we hypothesized
that the mutual exclusivity constraints of the labels could
not be satisfied by a feed-forward predictor, and that rec-
onciling their interactions would require an iterative proce-
dure. However, it seems that a large, expressive MLP can
learn an accurate predictor when presented with lots of ex-
amples. Going forward, we would like to investigate the
parsimony vs. expressivity tradeoffs of SPENs and MLPs.

7.4. Convergence Behavior of SPEN Prediction

This section provides experiments analyzing the behavior
of SPENs’ test-time optimization in practice. All figures
section appear in Appendix A.1.

Prediction, both at train and test time, is performed in par-
allel in large minibatches on a GPU. Despite providing sub-
stantial speedups, this approach is subject to the ‘curse of
the last reducer,’ where unnecessary gradient computation
is performed on instances for which optimization has al-
ready converged. Convergence is determined by relative
changes in the optimization objective and absolute changes
in the iterates values. In Figure 2 we provide a histogram
of the iteration at which examples converge on the Bibtex
dataset. The vast majority of examples converge (at around
20 steps) much before the slowest example (41 steps). Pre-
dictions are often spiked at either 0 or 1, despite optimizing
a non-convex energy over the set [0, 1]. We expect that this
results from the energy function being fit to 0-1 data.

Since the speed of batch prediction is largely influenced
by the worst-case iteration complexity, we seek ways to
decrease this worst case while maintaining high aggregate
accuracy. We hypothesize that prediction is slow on ‘hard’
examples for which the model would have made incorrect
predictions anyway. In response, we terminate prediction
when a certain percentage of the examples have converged
at a certain threshold. In Figure 3, we vary this percentage
from 50% to 100%, obtaining a 3-fold speedup at nearly no
decrease in accuracy. In Figure 4, we vary the tightness of
the convergence threshold, terminating optimization when
90% of examples have converged. This is also achieves a

3-fold speedup at little degradation in accuracy. Finally,
Figures 2-3 can be shifted by about 5 iterations to the left
by initializing optimization at the output of the MLP. Sec-
tion 7.1 use configurations tuned for accuracy, not speed.

Unsurprisingly, prediction using a feed-forward method,
such as the above MLP or linear models, is substantially
faster than a SPEN. The average total times to classify all
2515 items in the Bibtex test set are 0.0025 and 1.2 sec-
onds for the MLP and SPEN, respectively. While SPENs
are much slower, the speed per test example is still practi-
cal for various applications. Here, we used the termination
criterion described above where prediction is halted when
90% of examples have converged. If we were to somehow
circumvent the curse-of-the-last-reducer issue, the average
number of seconds of computation per example for SPENs
would be 0.8 seconds. Note that the feature network (3)
needs to be evaluated only once for both the MLP and the
SPEN. Therefore, the extra cost of SPEN prediction does
not depend on the expense of feature computation.

We have espoused SPENs’ O(L) per-iteration complex-
ity and number of parameters. Strictly-speaking, problems
with larger L may require a more expressive global energy
network (5) with more rows in the measurement matrix C

1

.
This dependence is complex and data-dependent, however.
Since the dimension of C

1

affects model capacity, a good
value depends less on L than the amount of training data.

Finally, it is difficult to analyze the ability of SPEN predic-
tion to perform accurate global optimization. However, we
can establish an upper bound on its performance, by count-
ing the number of times that the energy returned by our
optimization is greater than the value of the energy evalu-
ated at the ground truth. Unfortunately, such a search error
occurs about 8% of the time on the Bibtex dataset.

8. Conclusion and Future Work
Structured prediction energy networks employ deep archi-
tectures to perform representation learning for structured
objects, jointly over both x and y. This provides straight-
forward prediction using gradient descent and an expres-
sive framework for the energy function. We hypothesize
that more accurate models can be trained from limited data
using the energy-based approach, due to superior parsi-
mony and better opportunities for practitioners to inject
domain knowledge. Deep networks have transformed our
ability to learn hierarchies of features for the inputs to pre-
diction problems. SPENs provide a step towards using deep
networks to perform automatic structure learning.

Future work will consider SPENs that are convex with re-
spect to y (Amos & Kolter, 2016), but not necessarily the
model parameters, and training methods that backpropa-
gate through gradient-based prediction (Domke, 2012).
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