Abstract

This paper introduces a new technique for mapping Deep Recurrent Neural Networks (RNN) efficiently onto GPUs. We show how it is possible to achieve substantially higher computational throughput at low mini-batch sizes than direct implementations of RNNs based on matrix multiplications. The key to our approach is the use of persistent computational kernels that exploit the GPU’s inverted memory hierarchy to reuse network weights over multiple timesteps. Our initial implementation sustains 2.8 TFLOP/s at a mini-batch size of 4 on an NVIDIA TitanX GPU. This provides a 16x reduction in activation memory footprint, enables model training with 12x more parameters on the same hardware, allows us to strongly scale RNN training to 128 GPUs, and allows us to efficiently explore end-to-end speech recognition models with over 100 layers.

1. Introduction

Recurrent Neural Networks (RNNs) have been shown to be powerful tools for solving general sequence to sequence mapping problems in domains ranging from speech recognition (Sainath et al., 2015) to natural language processing (Gao et al., 2015; Sutskever et al., 2014).

In this paper, we explore techniques for mapping RNNs to throughput optimized processors such as GPUs. We use the Multi-Bulk-Synchronous-Parallel (Valiant, 2008) (MBSP)

model to analyze the computation, communication, and synchronization operations performed by a RNN. We focus on mapping strategies that carefully manage data movement through the processor’s memory hierarchy to balance these costs. These changes enable RNN implementations on GPUs that are very efficient at small mini-batch sizes, even on mini-batch sizes of just 4 examples. We exploit this reduction in batch size to decrease the memory footprint of our networks by 16x, allowing us to explore deeper networks without exceeding GPU memory.

We exploit the largest source of on-chip memory on the GPU—the collective register files of 6144 hardware thread contexts on a TitanX GPU—to cache the RNN parameters and reuse them over multiple timesteps during training. We attack the cost of inter-processor synchronization with an optimized assembly level barrier implementation, demonstrating that such barriers implemented in software can reduce latency by approximately 10x compared to relying on repeated kernel launches.

To make our results relevant for deployment, we only consider models with a hard constraint of 800ms of future context. We find that accuracy improves with deeper models using batch normalization and skip connections (He et al., 2015; Srivastava et al., 2015), reinforcing the trend towards deeper models in vision applications. We present evidence that accuracy continues to improve with increased depth.

2. Related Work

This work is motivated by recent advances in speech recognition and natural language processing using deep RNNs. It draws insight from related work on performance optimization of DNN and dense linear algebra libraries, distributed training of DNNs, work on general purpose GPU
performance optimization, and high performance processor technology trends.

In computer vision recognition tasks, Deep Neural Nets (DNN) have demonstrated superior performance in object detection (Krizhevsky et al., 2012; Simonyan & Zisserman, 2014; Szegedy et al., 2014; He et al., 2015), localization (He et al., 2015), and pose estimation (Toshev & Szegedy, 2013). In natural language processing, DNNs have enabled significant advancements in language modeling (Bengio et al., 2003; Mikolov et al., 2010), sentiment analysis (Socher et al., 2013; Iyyer et al., 2015; Le & Zuidema, 2015), syntactic parsing (Collobert & Weston, 2008; Socher et al., 2011; Chen & Manning, 2014) and machine translation (Bahdanau et al., 2014; Devlin et al., 2014; Sutskever et al., 2014).

In speech recognition, DNNs have become a fixture in the ASR pipeline (Mohamed et al., 2011; Hinton et al., 2012; Dahl et al., 2011b; N. Jaitly & Vanhoucke, 2012; Seide et al., 2011). CNNs have also been found beneficial for acoustic models (Abdel-Hamid et al., 2012; Sainath et al., 2013). RNNs, typically LSTMs, are commonly used in state-of-the-art recognizers (Graves et al., 2013; H. Sak et al., 2014; Sak et al., 2014) and work well together with convolutional layers for feature extraction (Sainath et al., 2015). End-to-end speech recognition with a combination of CNNs and RNNs has also been developed (Amod et al., 2015).

As DNNs have continued to increase application-level performance, more effort has been applied to hardware and software optimizations targeting DNNs. High performance libraries following a similar design philosophy as BLAS have emerged (Chetlur et al.). These libraries have begun to include optimized RNN routines, although they have not yet used persistent GPU kernels. Additional work has focused on improving algorithmic efficiency of the fundamental operations used by DNNs (Vasilache et al., 2014; Lavin & Gray, 2015). Finally, DNNs often rely on dense linear algebra operations, and benefit from prior work that has resulted in highly tuned implementations for modern processors (Dongarra et al., 2014; Gray, 2014).

An open-source implementation of the Persistent RNN GPU kernels has been released (Diamos et al.).

### 3. RNN to Hardware Mapping Strategy

Let a single input sequence \( x \) and corresponding output sequence \( y \) be sampled from a training set \( \mathcal{X} = \{(x^{(1)}, y^{(1)}), (x^{(2)}, y^{(2)}), \ldots \} \). Each input sequence, \( x^{(i)} \), is a time-series of length \( T^{(i)} \) where every time-slice is a vector of application-specific features (e.g. audio samples), \( x_{t}^{(i)}, t = 0, \ldots, T^{(i)}-1 \).

The forward in time \( h^{l} \) recurrent layer activations are

\[
    h^{l}_{t} = f(h^{l}_{t-1}, h^{l}_{t-1})
\]

The function \( f \) can be the standard recurrent operation

\[
    h^{l}_{t} = \sigma(W^{l}h^{l-1}_{t} + U^{l}h^{l-1}_{t} + b^{l})
\]

where \( W^{l} \) is the input-hidden weight matrix, \( U^{l} \) is the recurrent weight matrix and \( b^{l} \) is a bias term.

Implementations of recurrent neural networks typically separate the computation into two stages.

In the first stage \( (W^{l}h^{l-1}_{t}) \), the contribution to the output of each neuron for each timestep is computed using the neuron inputs for that timestep. Like a feed forward network, the first stage represents the input weights of all the neurons in the layer as a dense two-dimensional matrix and the inputs to the layer for each timestep as a one-dimensional dense vector. A common optimization is to unroll the time dimension and pack multiple one-dimensional input vectors together into a single two-dimensional matrix. This is possible because the weight matrix is shared over all timesteps.

In the second stage \( (U^{l}h^{l-1}_{t}) \), the connections between the outputs of the layer neurons on a given timestep to the inputs of the layer neurons on the next timestep are represented by a two-dimensional matrix, referred to as the recurrent weight matrix. In this case, each timestep must be processed sequentially because the outputs of the next timestep depend on the outputs of the current timestep, requiring this operation to be performed using a matrix-vector product, followed by an application of the activation function. This is the most computationally expensive step, since the sequential dependence between timesteps requires explicit synchronization between them and the recurrent weight matrix has to be reloaded from memory on each timestep. So we focus our attention on optimizing this stage using the Multi-Bulk-Synchronous-Parallel machine model.

#### 3.1. Multi-Bulk-Synchronous-Parallel Machine Model

The Multi-Bulk-Synchronous-Parallel (MBSP) abstract machine model (Valiant, 2008) is a processor performance model that takes into account the physical realities of multiple processor cores, each with finite memory and computational resources, as well as communication and synchronization costs. These costs are a function of the physical dimensions of and distances between processor cores. They typically increase with the number of cores.

The MBSP model is a hierarchical model, with an arbitrary number of levels. At each level, it describes a collection of processor cores and the associated on-chip memory/cache capacities with four parameters (computational bandwidth,
memory capacity, memory bandwidth, and memory latency). A memory hierarchy is needed due to the physical limits on the amount of memory that can be accessed in a fixed amount of time from a processor core.

We first generate the MBSP model for the target processor or family of processors that we plan to execute our RNN. Our model describes each level of a processor’s memory hierarchy with a tuple \((p, b, c, m)\), where \(p\) represents the number of submodules or processor cores, \(b\) represents the communication bandwidth, \(c\) represents the synchronization cost among processors at this level, and \(m\) represents the cache or memory capacity at this level. An example of these parameters for the TitanX GPU is shown in Figure 1.

Starting with the lowest level of hierarchy and working up to the highest, we divide individual neurons into logical modules and arrange the connections between modules such that the following constraints are met:

- the parameters representing the neurons selected for a given processor fit completely into the cache or memory capacity for this level of the memory hierarchy.
- the communication cost implied by intra-module connections and inter-module connections is approximately equal to the computational cost of evaluating the module’s neurons.
- the synchronization cost implied by inter-module connections is approximately equal to the computational cost of evaluating the module’s neurons.

These changes balance the computational, communication, synchronization, and memory capacity requirements of the RNN such that no one resource becomes a significant bottleneck. It does so by exploiting the reuse of RNN weights over multiple timesteps to avoid repeatedly loading weights from DRAM, and taking into account the significantly higher cost of synchronization and off-chip memory accesses as compared to floating-point math operations.

4. Implementation on a TitanX GPU

The peak floating point throughput of a TitanX is 6.144 TFLOP/s. A straightforward implementation of a RNN using GEMM operations achieves 0.099 TFLOP/s at a layer size of 1152 using Nervana Systems GEMM kernels at a mini-batch size of 4. Our initial Persistent RNN implementation with the same layer and mini-batch size achieves over 2.8 TFLOP/s resulting in a 30x speedup.

4.1. Approach

In contrast to approaches based on matrix multiplication, we divide the recurrent weight matrix into blocks of contiguous rows, each of which is processed by a single SM, as shown in Figure 2. Even though this approach requires more global memory bandwidth than the more traditional approach of dividing into tiles, we chose it because it avoids the need to perform an inter-SM reduction to compute the activations for a given block of rows.

Our implementation first loads the weight matrix into registers. Then each SM loads all of the input activations from the previous timestep from global memory to shared memory, computes the dot product for each row, performs the nonlinearity, writes the result for the current timestep, and performs a global barrier with all other SMs. The latency required to perform the load operations is approximately four times higher than the time required to perform the math operations for a single timestep. So we break the
4.2. Stashing the Weights On-Chip

Each thread in the TitanX GPU has access to approximately 1KB of memory that can be read at high enough bandwidth to saturate the floating point datapath. Out of this, we dedicate 896 bytes to store recurrent weights as shown in Figure 2, and the rest for intermediate computations. These weights are loaded once at the start of the kernel, and reused over each timestep.

4.3. A Fast Global Barrier

Synchronization between GPU processors cores is typically achieved implicitly between dependent kernel calls in both CUDA and OpenCL development frameworks. However, this mechanism for synchronization between timesteps requires launching a new kernel that forces the weights to be reloaded from off-chip memory. This causes the synchronization latency of dependent kernels to be approximately 6-10x larger than the time spent performing the math operations for a single timestep, and this cannot be overlapped with computation. We address this problem with an optimized implementation of a global barrier that can be completely overlapped with the math operations for a single timestep.

4.4. Saving Memory to Enable Deeper Networks

When training our speech recognition model, we encounter very long utterances that are up to thirty seconds long, corresponding to 3,000 timesteps. For a RNN layer with 1760 hidden units, and a mini-batch size of 64, this corresponds to 1.3 GB of storage per layer. This is much more than the 12.3 MB required to store the layer weights. In practice, with GPUs with 12GB of DRAM, we find that this limits us to networks with about 9 layers. A common solution to this problem is to use truncated back-propagation through time \( \text{Sutskever et al., 2013} \) (BPTT). However, we have observed a 20\% relative performance degradation of the converged model using this approach, making other techniques that reduce memory footprint, such as reducing the mini-batch size, more attractive.

4.5. GRUs and LSTMs

The persistent RNN approach can also be applied to GRU and LSTM recurrent networks with simple modifications. In both cases, the update rule for a single timestep can be factored into a component that depends on the layer input \( h_{t-1} \), and a component that depends on the output from the previous timestep \( h_{t-1} \). As before, the first component can be computed in parallel over all timesteps using matrix multiplications, but the second component requires synchronization between timesteps. Similarly the second component for both GRUs and LSTMs can be factored into a single matrix multiplication by packing the individual recurrent weight matrices together into a single matrix that is applied to the concatenation of each of the activation signals — reset, update, activation, etc. This matrix can now be distributed throughout on-chip memory.

5. Experiments

This section focused mainly on the computational throughput of our Persistent RNN implementation. We also include experimental results of very deep forward-only recurrent networks on a large-scale speech recognition task, similar to the Deep Speech 1 \( \text{Hannun et al., 2014} \) (DS1) and Deep Speech 2 \( \text{Amodei et al., 2015} \) (DS2) systems. These very deep networks would not be feasible to run efficiently on our systems without Persistent RNNs due to memory limitations.

5.1. Computational Throughput

In this section we compare the computational efficiency of Persistent RNN, against an optimized RNN implementation based on matrix multiplication routines from the NVIDIA and Nervana Systems BLAS libraries. We find that our implementation is substantially more efficient at small mini-batch sizes than either of those implementations.
5.1.1. SENSITIVITY TO MINI-Batch-SIZE

Figure 3 compares floating point throughput for Persistent RNN against two other RNN implementations for small mini-batch sizes. Note that after a mini-batch size of four, Persistent RNN consistently deliver approximately 2.8 TFLOP/s, but matrix-multiply based implementations start out much slower, and need relatively large mini batch sizes to become competitive. Even then, we find that layer sizes around 1152 units are somewhat too small for matrix multiplication libraries to be efficient, only achieving about 1.5 TFLOP/s at a mini-batch size of 64. Performance is generally much better at layer sizes of 2560 units, suggesting the advantages of persistent RNN implementations will grow as models become deeper and thinner.

5.1.2. SENSITIVITY TO Timesteps

Figure 4 shows the sensitivity of Persistent RNN to start up overheads associated with launching the kernels and loading the recurrent weight matrix on the first iteration. We find that most of the performance is achieved after approximately 30 timesteps, which is substantially smaller than the average utterance length in our training set of about 350 timesteps. However, it does suggest that real time implementations that rely on processing a small number of utterances at a time should still buffer up about 30 timesteps (600ms of audio at a frame size of 10ms).

5.1.3. STRONG SCAIing

Figure 5 shows scalability of the 48 RNN layer network from 1 to 128 GPUs. Our cluster is composed of nodes with 8 GPUs and 2 CPUs. GPUs are connected locally via PCIe v3 using two 4-wide full bisection bandwidth PCIe switches, which are interconnected using the QPI bus between CPUs. Nodes are interconnected by Infiniband 12x QDR links to a full bisection bandwidth router. We use MPI as the communication layer. We use synchronous SGD as the training algorithm, with data parallelism to support multiple GPUs. There is no need to use a technique that reduces interconnect bandwidth such as asynchronous SGD because our system is fast enough to completely overlap the all-reduce operation in SGD with the back propagation evaluation.

The algorithmic mini-batch size is fixed at 512 for all experiments (i.e. the mini-batch per GPU is 64 when run on 16 GPUs and 4 when run on 128 GPUs). The GEMM based RNN implementation scales well up to 16 GPUs, but does substantially worse as more GPUs are added. The Persistent RNN implementation scales nearly linearly, and achieves 250 TFLOP/s on 128 GPUs (about 30% of peak). Note that this number is the sustained throughput of the entire system, not just the RNN kernels.
5.1.4. Processor Design Space

Our final experiment uses an analytical performance model to predict the performance of persistent RNN implementations of various layer sizes on modified versions of the TitanX GPU microarchitecture, offering a view into the performance landscape of future GPUs for different layer sizes. We explore doubling the register file size per SM, doubling the number of SMs, performing all of the computations in 16-bit floating point, doubling the DRAM bandwidth, and halving the memory latency.

Generally, we find that future GPUs will probably enable bigger recurrent layer sizes, and run them at higher throughput. Of the options that are straightforward to implement through process scaling and minor architecture changes, moving to 16-bit floating point operations provides the biggest improvement, followed by more memory per SM, and finally increasing the number of SMs. Reducing synchronization latency is expected to be much more difficult, but it is interesting to note that substantially reducing the memory and synchronization latency would enable the efficient implementation of a larger range of layer sizes (smaller layer sizes in particular). It is also interesting to note that substantially increasing DRAM bandwidth is unlikely to impact the efficiency of persistent RNN kernels, although other components of deep networks are known to be memory bound and would probably benefit.

5.2. Speech Recognition Task

This section explores the design space around very deep stacks of forward-only RNN models using a large vocabulary end-to-end English speech recognition task.

Figure 7 shows the architecture of the DS2 which we use as the baseline for these experiments: a recurrent neural network (RNN) trained to ingest speech spectrograms and generate text transcriptions using the CTC loss function (Graves et al., 2006). We evaluate various architectures by varying the number of recurrent layers and the number and span of skip connections between them. We use a dataset of 500 hours of audio in these experiments to quickly perform model design space exploration. We report Word Error Rate (WER) on an English speaker held out development set which is an internal dataset containing 2048 utterances of primarily read speech. We integrate a language model in a beam search decoding step as described in (Amodei et al., 2015).

Although the network architectures explored here are almost identical to the DS2 network, there is one significant difference. We use unidirectional RNN layers and row co...
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<table>
<thead>
<tr>
<th>Architecture</th>
<th>Dev (WER)</th>
</tr>
</thead>
<tbody>
<tr>
<td>48 RNN, 61 total, no skip</td>
<td>100.0</td>
</tr>
<tr>
<td>48 RNN, 61 total, skip 1</td>
<td>38.77</td>
</tr>
<tr>
<td>48 RNN, 61 total, skip 2</td>
<td>33.28</td>
</tr>
<tr>
<td>48 RNN, 61 total, skip 3</td>
<td>30.32</td>
</tr>
<tr>
<td>48 RNN, 61 total, skip 4</td>
<td>29.40</td>
</tr>
<tr>
<td>48 RNN, 61 total, skip 5</td>
<td>29.82</td>
</tr>
<tr>
<td>48 RNN, 61 total, skip 6</td>
<td>30.04</td>
</tr>
<tr>
<td>48 RNN, 61 total, skip 7</td>
<td>29.87</td>
</tr>
<tr>
<td>48 RNN, 61 total, skip 8</td>
<td>27.44</td>
</tr>
</tbody>
</table>

Table 1: WER for models with skip connections added between every N RNN layers, each with 1152 units.

Table 1 shows the impact of residual skip connections on very deep RNN architectures with over fifty layers. We find that skip connections are essential for training these models, even when batch normalization is enabled. Models without skip connections fail to converge. For these networks, we find that skipping three or four RNN layers is substantially better than skipping a single layer, and moderately better than any other configuration (except for the outlier of 8, which we cannot explain). This suggests that residual skip connections enable effective optimization of very deep stacks of RNN layers.

5.3. Methodology

All models are trained for 20 epochs on the English dataset. We use stochastic gradient descent with Nesterov momentum (Sutskever et al., 2013) along with a minibatch from the range of [64, 512] utterances. If the norm of the gradient exceeds the threshold of 400, it is rescaled to 400 (Pascanu et al., 2012). The model that performs the best on a held-out development set during training is chosen for evaluation. The learning rate is chosen from the range $[1 \times 10^{-5}, 6 \times 10^{-4}]$ to yield the fastest convergence and annealed by a constant factor of 1.2 after each epoch. We use a momentum of 0.99 for all models.

5.3.1. Sensitivity to Residual Connections

Table 1 shows how training is affected by increasing the number of parameters in the network. We find that increasing the number of parameters by stacking additional layers generally improves performance of the network with continued gains out to the largest networks with approximately 100 layers and 200 million parameters.

5.3.2. Sensitivity to Depth

Table 1 shows how training is affected by increasing the mini-batch size. For these experiments, we perform a search over the learning rate, momentum, and annealing rate for each batch size to find a good value. We find that there is very little difference in the amount of computational work (in this case, the number of epochs) needed to converge for batch sizes below a threshold of 512 to 1024, but convergence is much slower beyond it. This suggests that even if GPU memory capacities were increased, running efficiently with a smaller batch size per GPU would enable data-parallel approaches to scale to more GPUs.

5.4. Discussion

In general, these results reinforce the trend of deeper models being more difficult to train, but delivering better performance if they can be trained successfully. We find both batch normalization and residual skip connections to be ef-
Table 2: WER on a training and development set for various depths of RNN. The number of parameters is kept approximately constant as the depth increases, thus the number of activations per layer decreases. For the architecture “M RNN” implies M uni-directional RNN layers.

<table>
<thead>
<tr>
<th>Architecture</th>
<th># Params</th>
<th>Dev (WER)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 RNN, 21 total</td>
<td>22M</td>
<td>35.69</td>
</tr>
<tr>
<td>24 RNN, 37 total</td>
<td>65M</td>
<td>31.32</td>
</tr>
<tr>
<td>40 RNN, 53 total</td>
<td>107M</td>
<td>28.90</td>
</tr>
<tr>
<td>56 RNN, 69 total</td>
<td>149M</td>
<td>28.12</td>
</tr>
<tr>
<td>72 RNN, 85 total</td>
<td>192M</td>
<td>27.84</td>
</tr>
<tr>
<td>88 RNN, 101 total</td>
<td>234M</td>
<td>27.23</td>
</tr>
</tbody>
</table>

Table 3: WER on a training and development set for various depths of RNN. The number of parameters per layer is kept constant as the depth increases in this experiment, thus the number of parameters increases as the depth increases. For the architecture “M RNN, N total” implies M consecutive uni-directional RNN layers with N total layers in the network.

<table>
<thead>
<tr>
<th>Architecture</th>
<th># Params</th>
<th>Dev (WER)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 RNN</td>
<td>1632</td>
<td>33.61</td>
</tr>
<tr>
<td>24 RNN</td>
<td>928</td>
<td>31.99</td>
</tr>
<tr>
<td>40 RNN</td>
<td>704</td>
<td>31.64</td>
</tr>
<tr>
<td>56 RNN</td>
<td>608</td>
<td>30.67</td>
</tr>
<tr>
<td>72 RNN</td>
<td>544</td>
<td>33.35</td>
</tr>
<tr>
<td>88 RNN</td>
<td>480</td>
<td>42.67</td>
</tr>
</tbody>
</table>

Figure 8: Development set cost after 10 epochs for various mini-batch sizes. The architecture is a 61-layer model with 2 layers of 2D-invariant convolution, 48 RNN layers (with 1152 activations and skip connections every 4 layers), 10 row convolution layers, and one fully connected feed forward layer. Note that the number of epochs needed to reach a given cost is approximately constant until the mini-batch becomes larger than 512-1024, at which point it grows considerably.

6. Conclusion

We demonstrate a technique for achieving high performance for RNN evaluation at very low batch sizes on an NVIDIA TitanX GPU, achieving 2.8 TFLOP/s at a mini-batch size of 4. This provides a 16x reduction in activation memory footprint, and allows us to train models with over 100 layers on the same hardware which is about an order of magnitude deeper than without this technique. We focus our evaluation on unidirectional RNNs with at most 800ms of future context, and demonstrate that accuracy continues to scale with increased depth. We expect these gains to directly enable the training of deeper RNN networks on much larger datasets than would be possible without this technique.
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