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1. Omitted Proofs
Proof. (of Theorem 4) We first show that the average
smoothness of L̃ is bounded by
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Note that for any w,
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Therefore, using the fact that the spectral norm of a rank-1
psd matrix is equal to its trace, we obtain
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= tr(P−1/2(C + λI)P−1/2) .

Hence, we deduce (1).

We will conclude the theorem by showing that L̃ is
λd(P

−1/2(C+λI)P−1/2)-strongly convex. Indeed, a sim-
ilar calculation shows that the Hessian of L at any point w
is given by

∇2L̃(w) = P−1/2(C + λI)P−1/2 .

Hence, we conclude the claimed bound.


