Abstract

Algorithms for bandit convex optimization and online learning often rely on constructing noisy gradient estimates, which are then used in appropriately adjusted first-order algorithms, replacing actual gradients. Depending on the properties of the function to be optimized and the nature of “noise” in the bandit feedback, the bias and variance of gradient estimates exhibit various tradeoffs. In this paper we propose a novel framework that replaces the specific gradient estimation methods with an abstract oracle. With the help of the new framework we unify previous works, reproducing their results in a clean and concise fashion, while, perhaps more importantly, the framework also allows us to formally show that to achieve the optimal root-$n$ rate either the algorithms that use existing gradient estimators, or the proof techniques used to analyze them have to go beyond what exists today.

1 Introduction

Convex optimization is widely studied under different models concerning what can be observed about the objective function. These models range from accessing the full gradient to only observing samples from the objective function (cf. [27, 13, 18, 29, 17, 1, 2, 28, 3, 22, 24, 33, 34, 14, 5, 15]). In this paper, we present and analyze a novel framework for convex optimization with biased gradient oracles, which encompasses most of what has been done in the bandit framework where the algorithms observe noisy point-evaluations of the objective function and use these to construct gradient estimators.

In our framework, an optimization algorithm can query an oracle repeatedly to get a noisy and biased version of the gradient (or a subgradient for non-differentiable functions), where the algorithm querying the oracle also sets a parameter that controls the tradeoff between the bias and the variance of the gradient estimate.

Gradient oracles have been considered in the literature before: Several previous works assume that the accuracy requirements hold with probability one [10, 4, 13] or consider adversarial noise [31]. Gradient oracles with stochastic noise, which is central to our development, were also considered [21, 19, 16]; however, these papers assume that the bias and the variance are controlled separately, and consider the performance of special algorithms (in some cases in special setups).

The main feature of our model is that we allow stochastic noise, control of the bias and the variance, and we also consider lower bounds on the achievable error rates. Our gradient oracle model applies to several gradient estimation techniques extensively used in the literature, mostly for the case when the gradient is estimated only based on noisy observations of the objective function [22, 24, 33, 34, 14, 5, 15]. A particularly interesting application of our model is the widely studied bandit convex optimization problem, mentioned above, where most previous algorithms essentially use gradient estimates and first-order methods [29, 17, 1, 2, 28, 3, 18].

In this paper, we consider the optimization accuracy in both the stochastic and online bandit convex optimization (BCO) setting. We provide upper and lower bounds on the minimax optimization error (or regret) for several oracle models, which correspond to different ways of quantifying the bias-variance tradeoff of the gradient estimate. In particular, we provide matching upper and lower bounds for optimizing smooth, convex functions. We do not claim to invent methods for proving upper bounds, as the methods we use have been known previously for special cases (see the references above), but our main contribution lies in abstracting away the properties...
of gradient estimation procedures, thereby unifying previous analysis, providing a concise summary and an explanation of differences between previous works. More importantly, our framework also allows to prove lower bounds for any algorithm that relies on gradient estimation oracles of the type our framework captures (earlier work of Chen [9] considered a related lower bound on the converge of the iterate instead of the function value).

Note that our oracle model does not capture the full strength of the gradient estimates used in previous work, but it fully describes the properties of the estimates that so far have been used in their analysis. As a consequence, our lower bounds show that the known minimax regret of $\sqrt{T}$ [7, 8, 32] of online and stochastic bandit convex optimization cannot be shown to hold for any algorithm that uses current gradient estimation procedures, unless the proof exploited finer properties of the gradient estimators than used in prior works. In particular, our lower bounds even invalidate the claimed (weaker) upper bound of Dekel et al. [11].

The organization of the paper is as follows: We introduce the oracle model in Section 2, upper and lower bounds are provided in Section 3, with applications to online and stochastic BCO in Sections 4 and 5. All proofs can be found in the extended version of the paper [20].

2 Problem Setup

Notation: Capital letters will denote random variables. For $i \leq j$ positive integers, we use the notation $a_{i:j}$ to denote the sequence $(a_i, a_{i+1}, \ldots, a_j)$.

We let $\| \cdot \|$ denote some norm on $\mathbb{R}^d$, whose dual is denoted by $\| \cdot \|^*$. Let $K \subset \mathbb{R}^d$ be a non-empty closed convex set. Given the function $f: K \to \mathbb{R}$ which is differentiable $^1$ in $K \circ 2$, $f$ is said to be $\mu$-strongly convex w.r.t. $\| \cdot \|$ if $(\mu \geq 0)$ if $\frac{\mu}{2}\|x - y\|^2 \leq D_f(x, y) \triangleq f(x) - f(y) - \langle \nabla f(y), x - y \rangle$, for all $x \in K$, $y \in K^0$. Similarly, $f$ is $\mu$-strongly convex w.r.t. a function $\mathcal{R}$ if $\frac{\mu}{2}D_{\mathcal{R}}(x, y) \leq D_f(x, y)$ for all $x \in K$, $y \in K^0$, where $K^0 \subset \text{dom}(\mathcal{R})$ and $\mathcal{R}$ is differentiable $^3$. A function $f$ is $L$-smooth w.r.t. $\| \cdot \|$ for some $L > 0$ if $D_f(x, y) \leq \frac{L}{2}\|x - y\|^2$, for all $x \in K$, $y \in K^0$. This latter condition is equivalent to that $\nabla f$ is $L$-Lipschitz [27, Theorem 2.1.5]. We let $\mathcal{F}_{\mathcal{R}, \mu}(K)$ denote the class of functions that are $\mu$-strongly convex w.r.t. $\mathcal{R}$ and $L$-smooth w.r.t. some norm $\| \cdot \|$ on the set $K$. We also let $\mathcal{F}_{L, \mu}(K)$ be $\mathcal{F}_{\mathcal{R}, \mu}(K)$ with $\mathcal{R}(\cdot) = \frac{1}{2}\| \cdot \|^2$. Then, the set of convex and $L$-smooth functions is $\mathcal{F}_{L, 0}(K)$.

$^1$ Here we assume the differentiability for simplicity of definition, actually it is easy to generalize to non-differentiable functions by using sub-gradient.

$^2$ For $A \subset \mathbb{R}^d$, $\text{int}(A)$ denotes the interior of $A$.

In this paper, we consider convex optimization in a novel setting, both for stochastic as well as online BCO. In the online BCO setting, the environment chooses a sequence of loss functions $f_1, \ldots, f_n$ belonging to a set $\mathcal{F}$ of convex functions over a common, non-empty convex closed domain $K \subset \mathbb{R}^d$. In the stochastic BCO setting, a single fixed loss function $f \in \mathcal{F}$ is chosen. An algorithm chooses a sequence of points $X_1, \ldots, X_n$ in $K$ in a serial fashion. The novelty of our setting is that the algorithm, upon selecting point $X_t$, receives a noisy and potentially biased estimate $G_t \in \mathbb{R}^d$ of the gradient of the loss function $f$ (more generally, an estimate of a subgradient of $f$, in case $f$ is not differentiable at $X_t$). To control the bias and the variance, the algorithm can choose a tolerance parameter $\delta_t > 0$ (in particular, we allow the algorithms to choose the tolerance parameter sequentially). A smaller $\delta_t$ results in a smaller “bias” (for the precise meaning of bias, we will consider two definitions below), while typically with a smaller $\delta_t$, the “variance” of the gradient estimate increases. Notice that in the online BCO setting, the algorithm suffers the loss $f_t(Y_t)$ in round $t$, where $Y_t \in K^0$ is guaranteed to be in the $\delta_t$-vicinity of $X_t$. The goal in the online BCO setting is to keep the expected regret, $R_n = \mathbb{E}[\sum_{t=1}^n f_t(Y_t)] = \inf_{x \in K} \sum_{t=1}^n f_t(x)$, small. In the stochastic BCO setting, the algorithm is also required to select a point $X_n \in K$ once the $n$th round is over (in both settings, $n$ is given to the algorithms) and the algorithm’s performance is quantified using the optimization error, $\Delta_n = \mathbb{E}[f(X_n)] - \inf_{x \in K} f(x)$.

The main novelty of the model is that the information flow between the algorithm and the environment (holding $f$, or $f_{1:n}$) is mediated by a gradient estimation oracle. As we shall see, numerous existing approaches to online learning and optimization based on noisy point-wise information fit in this framework.

We will use two classes of oracles. In both cases, the oracles are specified by two functions $c_1, c_2 : [0, \infty) \to [0, \infty)$, which will be assumed to be continuous, monotonously increasing (resp., decreasing) with $\lim_{\delta \to 0} c_1(\delta) = 0$ and $\lim_{\delta \to 0} c_2(\delta) = +\infty$. Typical choices for $c_1, c_2$ are $c_1(\delta) = C_1 \delta^p$, $c_2(\delta) = C_2 \delta^{-q}$ with $p, q > 0$. Our type-I oracles are defined as follows:

$^3$ For simplicity, in some cases we allow $f$ to be defined outside of $K$ and allow $Y_t$ to be in a small vicinity of $K$. 

Figure 1: The Interaction of the algorithms with the gradient estimation oracle and the environment. For more information, see the text.
Definition 1 ((\(c_1, c_2\)) type-I oracle) We say that \(\gamma\) is a \((c_1, c_2)\) type-I oracle for \(\mathcal{F}\), if for any function \(f \in \mathcal{F}\), \(x \in \mathcal{K}, 0 < \delta \leq 1\), \(\gamma\) returns \(G \in \mathbb{R}^d\) and \(Y \in \mathcal{K}\) random elements such that \(\|x - Y\| \leq \delta\) almost surely (a.s.),

1. \(\|\mathbb{E}[G] - \nabla f(x)\|_* \leq c_1(\delta)\) (bias); and
2. \(\mathbb{E}[\|G - \mathbb{E}[G]\|^2] \leq c_2(\delta)\).

The upper bound on \(\delta\) is arbitrary: by changing the norm, any other value can also be accommodated. Also, the upper bound only matters when \(\mathcal{K}\) is bounded and the functions in \(\mathcal{F}\) are defined only in a small vicinity of \(\mathcal{K}\).

The second type of oracles considered is as follows:

Definition 2 ((\(c_1, c_2\)) type-II oracle) We say that \(\gamma\) is a \((c_1, c_2)\) type-II oracle for \(\mathcal{F}\), if for any function \(f \in \mathcal{F}\), \(x \in \mathcal{K}, 0 < \delta \leq 1\), \(\gamma\) returns \(G \in \mathbb{R}^d\) and \(Y \in \mathcal{K}\) random elements such that \(\|x - Y\| \leq \delta\) a.s.,

1. There exists \(\tilde{f} \in \mathcal{F}\) such that \(\|\tilde{f} - f\|_\infty \leq c_1(\delta)\) and \(\mathbb{E}[G] = \nabla \tilde{f}(x)\) (bias); and
2. \(\mathbb{E}[\|G - \mathbb{E}[G]\|^2] \leq c_2(\delta)\) (variance).

Note that our definition allows the same oracle \(\gamma\) to respond to the same inputs \((x, \delta, f)\) with a differently constructed pair (e.g., to have memory), though most often the oracles constructed in practice will map the triples \((x, \delta, f)\) to a gradient estimate-point pair using a fixed stochastic mapping. Examples will be discussed in Section 4. We will denote the set of type-I (type-II) oracles satisfying the \((c_1, c_2)\)-requirements given a function \(f \in \mathcal{F}\) by \(\Gamma_1(f, c_1, c_2)\) (resp., \(\Gamma_2(f, c_1, c_2)\)).

Here, we will study the minimax regret in the online convex optimization setting, while we study the minimax error in the stochastic convex optimization setting (sometimes, also called as the "simple regret"). Both are defined with respect to a class of loss functions \(\mathcal{F}\), and the bias/variance control functions \(c_1, c_2\). The minimax expected regret for \((\mathcal{F}, c_1, c_2)\) with type-I oracles is

\[
R^*_{\mathcal{F}, n}(c_1, c_2) = \inf_{\mathcal{A}} \sup_{f_1, \ldots, f_n} \sup_{\gamma_1, \ldots, \gamma_n} \sum_{t \leq t \leq n} R^A_n,
\]

where \(\mathcal{A}\) ranges through all algorithms that interact with the loss sequence \(f_1, \ldots, f_n\) through the oracles \(\gamma_1, \ldots, \gamma_n\) (in round \(t\), oracle \(\gamma_t\) is used), and we use \(R^A_n\) to denote the expected regret of \(\mathcal{A}\) (against \(f_1, \ldots, f_n\)). The minimax regret for type-II oracles is defined analogously.

In the stochastic BCO setting, the minimax error is defined through

\[
\Delta_{\mathcal{F}, n}^*(c_1, c_2) = \inf_{\mathcal{A}} \sup_{f, \gamma \in \mathcal{F}, \gamma \in \Gamma_1(f, c_1, c_2)} \Delta_n^A(f, \gamma),
\]

where, again, \(\mathcal{A}\) ranges through all algorithms that interact with an oracle and \(\Delta_n^A(f, \gamma)\) is the optimization error that \(\mathcal{A}\) suffers after \(n\) rounds of interaction with \(f\) through (a single) \(\gamma\) as described earlier. The minimax error for type-II oracles is defined analogously.

When the set \(\mathcal{K}\) is bounded and the function set \(\mathcal{F}\) is invariant to linear shifts, every \((c_1, c_2)\) type-II oracle is also an \((Rc_1, c_2)\) type-II oracle, where \(R = \sup_{x \in \mathcal{K}} \|x\|\) simply consider \(f(y) = f(y) + \langle \mathbb{E}[G] - \nabla f(x) \rangle y\), where \(G\) is the gradient estimate returned by the oracle. Thus, if for some set \(\Delta_{\mathcal{F}, n}^{\text{type-I}}, \Delta_{\mathcal{F}, n}^{\text{type-II}}\) denote the appropriate minimax errors and \(R = 1\) then \(\Delta_{\mathcal{F}, n}^{\text{type-II}}(c_1, c_2) \leq R \Delta_{\mathcal{F}, n}^{\text{type-I}}(c_1, c_2)\). As a result, when proving lower bounds, we shall consider type-I, while when proving upper bounds we will consider type-II oracles. Also note that for either type of oracles, \(\Delta_{\mathcal{F}, n}^{\text{type-II}}(c_1, c_2) \leq R \Delta_{\mathcal{F}, n}^{\text{type-I}}(c_1, c_2)/n\). This follows by the well known construction that turns an online convex optimization method \(\mathcal{A}\) for regret minimization into an optimization method by running the method and at the end choosing as \(X_n\) the average of the points \(X_1, \ldots, X_n\) queried by \(\mathcal{A}\) during the \(n\) rounds. Indeed, then \(f(X_n) \leq \frac{1}{n} \sum_{t=1}^n f(X_t)\) by Jensen’s inequality, hence the average regret of \(\mathcal{A}\) will upper bound the error of choosing \(X_n\) at the end. A consequence of this relation is that a lower bound for \(\Delta_{\mathcal{F}, n}^{\text{type-II}}(c_1, c_2)\) will also be a lower bound for \(R \Delta_{\mathcal{F}, n}^{\text{type-I}}(c_1, c_2)/n\) and an upper bound on \(R \Delta_{\mathcal{F}, n}^{\text{type-I}}(c_1, c_2)\) leads to an upper bound on \(\Delta_{\mathcal{F}, n}^{\text{type-II}}(c_1, c_2)\). This explains why we allowed taking supremum over time-varying oracles in the definition of the regret and why we used a static oracle for the optimization error: to maximize the strength of the bounds we obtain.

3 Main Results

In this section we provide our main results in forms of upper and lower bounds on the minimax error. First we give an upper bound by analyzing a mirror-descent algorithm given in Algorithm 1. In the algorithm, we assume that the regularizer function \(\mathcal{R}\) is \(\alpha\)-strongly convex and the target function \(f\) is smooth or smooth and strongly convex. A standard analysis yields the following upper bounds:

**Theorem 1 (Upper bound)** Consider the class \(\mathcal{F}_{L,0}\) of convex, \(L\)-smooth functions on the bounded, convex domain \(\mathcal{K} \neq \emptyset, K \subset \mathbb{R}^d\). Assume that the regularization function \(\mathcal{R}\) is \(\alpha\)-strongly convex w.r.t. some norm \(\|\cdot\|\), and \(\mathcal{K}^\circ \subseteq \text{dom}(\mathcal{R})\). For any \((c_1, c_2)\) type-II...
<table>
<thead>
<tr>
<th>Oracle type</th>
<th>Convex + Smooth</th>
<th>Strongly Convex + Smooth</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \delta )-bias, ( \delta^{-2} )-variance ((p = 1, q = 2))</td>
<td>( \left( \frac{C_2^2 D N}{n} \right)^{1/4} )</td>
<td>( \left( \frac{C_2^2 D n}{n} \right)^{1/4} )</td>
</tr>
<tr>
<td>( \delta^2 )-bias, ( \delta^{-2} )-variance ((p = 2, q = 2))</td>
<td>( \left( \frac{C_2 D n}{n} \right)^{1/3} )</td>
<td>( \left( \frac{C_2 D n}{n} \right)^{1/3} )</td>
</tr>
</tbody>
</table>

Table 1: Summary of upper and lower bounds for different smooth function classes and gradient oracles for the settings of Theorem 1 and Theorem 2. Note that when \( R \) is the squared norm and \( K \) is the hypercube (as in the lower bounds), \( D = \Theta(d) \) in the upper bounds and also that \( C_1, C_2 \) may hide dimension-dependent quantities for the common gradient estimators, as will be discussed later.

**Algorithm 1** Mirror Descent with Type-I/II Oracle.

**Input:** Closed convex set \( K \neq \emptyset \), regularization function \( R : \text{dom}(R) \rightarrow \mathbb{R}, K^0 \subset \text{dom}(R) \), tolerance parameter \( \delta \), learning rates \( \{\eta_t\}_{t=1}^n \).

Initialize \( X_1 \in K \) arbitrarily.

for \( t = 1, 2, \ldots, n - 1 \) do

Query the oracle at \( X_t \) to receive \( G_t, Y_t \).

Set \( X_{t+1} = \text{argmin}_{x \in K} \|G_t + D_R(x, X_t)\| \).

Return: \( X_n = \frac{1}{n} \sum_{t=1}^n X_t \).

oracle with \( c_1(\delta) = C_1 \delta^p, c_2(\delta) = C_2 \delta^{-q}, p, q > 0 \), if Algorithm 1 is run with \( \eta_t = \alpha/(a_t + L) \) and \( \delta = \left( \frac{C_2}{4c_1(\delta)} \right)^{rac{2q+q}{p} + 2 + \frac{p}{q}} \), where \( a_t = \frac{2n}{\eta_t^2} \), it is possible to derive an \( \Omega(1) \) lower bound by tweaking the proof. On the other hand, the case of \( \alpha = \eta_t = 1/(2p+q) \), where \( \delta = \frac{C_2^{1/p}}{2(2p+q)+\frac{2+2q}{(2p+q)+4}} \), the minimax error (and hence the regret) satisfies the following bounds:

\[
\Delta_{F_{L,0}(K)}^*(c_1, c_2) \geq K_1 \sqrt{d} \left( \frac{1}{n} \right)^{\frac{2+2q}{p} + 2 + \frac{p}{q}},
\]

where \( K_1 = \frac{(2p+q)^2}{2q 2^p \sqrt{q} + (2p+q) \frac{2+2q}{(2p+q)+4}} \).

Theorem 2 (Lower bound) Let \( n > 0 \) be an integer, \( p, q > 0, C_1, C_2 > 0, K \subset \mathbb{R}^d \) convex, closed, with \([+1, -1]^d \subset K \). Then, for any algorithm that observes \( n \) random elements from a \((c_1, c_2)\) type-I oracle with \( c_1(\delta) = C_1 \delta^p, c_2(\delta) = C_2 \delta^{-q} \), the minimax error (and hence the regret) satisfies the following bounds:

\[
\Delta_{F_{L,1}(K)}^*(c_1, c_2) \geq K_2 \left( \frac{1}{n} \right)^\frac{2+2q}{p} + 2 + \frac{p}{q},
\]

where \( K_2 = \frac{2(2p+q)^2}{q 2^p \sqrt{q} + (2p+q) \frac{2+2q}{(2p+q)+4}} \).

By continuity, the above claim can be extended to cover the case of \( q = 0 \) (constant variance). For the special case of \( p = 0 \) and \( C_1 > 0 \), which implies a constant bias, it is possible to derive an \( \Omega(1) \) lower bound by tweaking the proof. On the other hand, the case of \( p = 0 \) and \( C_1 = 0 \) (no bias) leads to an \( \Omega(d/\sqrt{n}) \) lower bound. The proof of the lower bound is obtained in the usual way by presenting a family of functions and a type-I oracle such that any algorithm suffers at least the stated error on one of the functions. In particular, for \( F_{L,0} \) with \( L \geq 1/2 \).
we use \( f_{\nu,\epsilon}(x) = \epsilon(x-v) + 2\epsilon^2 \ln \left( 1 + \frac{1}{\epsilon^2} \right) \) with \( \nu = \pm 1, \epsilon > 0, \) and \( x \in K \subset \mathbb{R} \) for appropriate \( \epsilon \). Note that for any \( \epsilon > 0, f_{\nu,\epsilon} \in \mathcal{F}_{1/2,0} \setminus \bigcup_{0<\lambda<1/2} \mathcal{F}_{\lambda,0} \).

**Remark 1 (Scaling)** For any function class \( \mathcal{F} \), by the definition of the minimax error (1), it is easy to see that

\[
\Delta_n^*(\mu, c_1, c_2) = \mu \Delta_n^*(\mathcal{F}, c_1, c_2, c_2/\mu^2),
\]

where \( \mu \mathcal{F} \) denotes the function class comprised of functions in \( \mathcal{F} \), each scaled by \( \mu > 0 \). In particular, this relation implies that the bound for \( \mu \)-strongly convex function class is only a constant factor away from the bound for 1-strongly convex function class.

Table 2 presents the upper and lower bounds for two specific choices of \( p \) and \( q \) (relevant in applications, as we shall see later). These bounds can be inferred from the results in Theorems 1 and 2. Some specific examples will be discussed in the next section.

## 4 Applications to Stochastic BCO

The main application of the biased noisy gradient oracle based convex optimization of the previous section is bandit convex optimization. We introduce here briefly the stochastic version of the problem, while online BCO will be considered in Section 5. Readers familiar with these problems and the associated gradient estimation techniques, may skip this description to jump directly to Theorem 4, and come back here only if clarifications are needed.

In the stochastic BCO setting, the algorithm sequentially chooses the points \( X_1, \ldots, X_n \in K \) while observing the loss function at these points in noise. In particular, in round \( t \), the algorithm chooses \( X_t \) based on the earlier observations \( Z_1, \ldots, Z_{t-1} \in \mathbb{R} \) and \( X_1, \ldots, X_{t-1} \), after which it observes \( Z_t \), where \( Z_t \) is the value of \( \nabla f(X_t) \) corrupted by “noise”.

Previous research considered several possible constraints connecting \( Z_t \) and \( f(X_t) \). One simple assumption is that \( \{Z_t - f(X_t)\}_{t} \) is an adapted martingale difference sequence (with favorable tail properties). A specific case is when \( Z_t - f(X_t) = \xi_t \), where \( \{\xi_t\} \) is a sequence of independent and identically distributed (i.i.d.) variables. A stronger assumption, common in stochastic programming, is that

\[
Z_t = f(X_t, \Psi_t), \quad f(x) = \int f(x, \psi) P_\psi(d\psi),
\]

where \( \Psi_t \in \mathbb{R} \) is chosen by the algorithm and in particular the algorithm can draw \( \Psi_t \) at random from \( P_\psi \). As in [15], we assume that the function \( f(\cdot, \psi) \) is \( L_\psi \)-smooth \( P_\psi \)-a.s. and the quantity \( T_\psi = \sqrt{\mathbb{E}[L_\psi^2]} \) is finite. Note that the algorithm is aware of \( P_\psi \), but does not know how different values of \( \psi \) affect the noise \( \xi(x, \psi) = F(x, \psi) - f(x) \). Nevertheless, as the algorithm can control \( \psi \) and thus \( \xi \), we refer to this as controlled noise setting and to the others as the case of uncontrolled noise. As we shall see, and is well known in the simulation optimization literature [23, 15], this extra structure allows the algorithm to reduce the variance of the noise of its gradient estimates by reusing the same \( \Psi_t \) in consecutive measurements, while measuring the gradient at the same point, an instance of the method of the method of common random variables. As creating an estimate from \( K \) points (which is equivalent to the so-called “multi-point feedback setup” from the literature where \( K \) points are queried in each round) changes the number of rounds from \( n \) to \( n/K \), which does not change the convergence rate as long as \( K \) is fixed.

### 4.1 Estimating the Gradient

A common popular idea in bandit convex optimization is to use the bandit feedback to construct noisy (and biased) estimates of the gradient. In the following, we provide a few examples for oracles that construct gradient estimates for function classes that are increasingly general: from smooth, convex to non-differentiable functions.

#### One-point feedback

Given \( x \in K, 0 < \delta \leq 1 \), common gradient estimates that are based on a single query to the function evaluation oracle (the so-called “one-point feedback”) take the form

\[
G = \frac{Z}{\delta} V, \quad \text{where} \quad Z = f(x + \delta U) + \xi, \tag{3}
\]

where \( (U, V, \xi) \in \mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R} \) are jointly distributed random variables, \( \xi \) is the function evaluation noise whose distribution may depend on \( x + \delta U \) but \( \mathbb{E}[\xi | V] = 0 \), and \( G \) is the estimate of \( \nabla f(x) \) (\( f : K \rightarrow \mathbb{R} \)).

In all oracle constructions we will use the following assumption:

**Assumption 1** Let \( K \subset D^c \subset \mathbb{R}^d \), where \( f : D \rightarrow \mathbb{R} \). For any \( x \in K, x + \delta U \in D \) a.s., and \( \mathbb{E}[\|V\|^2] < +\infty \).

Note that here the function domain \( D \) can be larger than or equal to the set \( K \), where the algorithm chooses \( x \). This is to ensure that the oracle will not receive invalid inputs, that is, queries where \( f \) is not defined. When the functions are defined over \( K \) only and \( K \) is bounded, the above constructions only work for \( \delta \) small enough. In this case, the best approach perhaps is to use Dikin ellipsoids to construct the oracles, as done by Hazan and Levy [18].

The next proposition, whose proof is based on ideas from Spall [33] shows that the above one-point gradient esti-
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Proposition 1 Let Assumption 1 hold and let \( \gamma \) be the one-point feedback oracle defined in (3). Assume further that \( U \) is symmetrically distributed, \( V = h(U) \), where \( h : \mathbb{R}^d \to \mathbb{R}^d \) is an odd function, \( \mathbb{E}[V] = 0 \), and \( \mathbb{E}[VV^T] = I \). Then, in the uncontrolled noise case, \( \gamma \) is a \((c_1(\delta), c_2(\delta))\) type-I oracle given in Table 2, where \( C_2 = 4\mathbb{E}[\|V\|^2] \) (ess sup \( \mathbb{E}[f^2(x)] + \sup_{x \in \mathcal{F}} f^2(x) \)), and \( C_1 = \frac{4}{\delta^2} \mathbb{E}[\|V\|^2] \) when \( f \in \mathcal{F}_{L,0} \) and \( C_1 = \frac{B_3}{\delta^2} \mathbb{E}[\|V\|^2] \) for \( f \in C^3 \) where \( B_3 = \sup_{x \in D} \|\nabla f(x)\|_T \) where \( \|\cdot\|_T \) denotes the implied norm for rank-3 tensors.

Another possibility is to use the so-called smoothing technique [29, 17, 18] to obtain type-II oracles. Following the analysis in Flaxman et al. [17], one gets the following result, which improves the bias of the previous result from \( O(\delta) \) to \( O(\delta^2) \) in the smooth+convex case:

Proposition 2 Let Assumption 1 hold and let \( \gamma \) be the one-point feedback oracle defined in (3). Define \( V = n_W(U)\overrightarrow{\partial W} / |W| \), where \( W \subset \mathbb{R}^n \) is a convex body with boundary \( \partial W \), \( U \) is uniformly distributed on \( \partial W \), \( n_W(U) \) denotes the normal vector of \( \partial W \) at \( U \), and \( |\cdot| \) denotes the appropriate volume. Let \( C_2 > 0 \) be defined as in Proposition 1. Then, if \( f \) is \( L_0 \)-Lipschitz, \( \gamma \) is a type-II oracle with \( c_1(\delta) = C_1 \delta \), \( c_2(\delta) = C_2/\delta^2 \) where \( C_1 = L_0 \sup_{x \in W} \|w\| \). Further, assuming \( W \) is symmetric w.r.t. the origin, if \( f \) is \( L \)-smooth, then \( \gamma \) is a type-I (and type-II oracle) with \( c_1(\delta) = C_1 \delta^2 \), \( c_2(\delta) = C_2/\delta^2 \) where \( C_1 = (L/|W|) \int_W \|w\|^2 dw \), and, if in addition \( f \) is also convex (i.e., \( f \in \mathcal{F}_{L,0} \)) then \( \gamma \) is a type-I oracle with \( c_1(\delta) = C_1 \delta^2/2 \) and \( c_2(\delta) = C_2/\delta^2 \).

Note that the improvement did not even require convexity. Also, the bias is smaller for smoother functions, a property that will be enjoyed by all the gradient estimators.

Two-point feedback While the one-point estimators are intriguing, in the optimization setting one can also always group two consecutive observations and obtain a gradient estimate. As will be discussed later, this oracle encompasses several simultaneous perturbation methods (see 5): Given the inputs \( x \in \mathcal{K}, 0 < \delta \leq 1 \), the gradient estimate is

\[
G = \frac{Z^+ - Z^-}{2\delta} V, \tag{4}
\]

Table 2: Gradient oracles for different function classes and noise categories. The constants \( C_1, C_1', C_2 \) are defined in Propositions 1–3.

<table>
<thead>
<tr>
<th>Noise ( \to ) Function ( \downarrow )</th>
<th>Controlled (see (2))</th>
<th>Uncontrolled (see (5))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Convex + Smooth</td>
<td>((C_1\delta, C_2))</td>
<td>Props 1,3: ((C_1\delta, \frac{C_2}{\delta^2}))</td>
</tr>
<tr>
<td>( f \in C^3 )</td>
<td>((C_1\delta^2, \frac{C_2}{\delta^2}))</td>
<td>Props 2: ((C_1\delta^2, \frac{C_2}{\delta^2}))</td>
</tr>
</tbody>
</table>

where \( Z^+ = f(X^+) + \xi^+, X^+ = x + \delta U \), \( U, V \in \mathbb{R}^d \), \( \xi^+ \in \mathbb{R} \) are random, jointly distributed random variables, \( U, V \) chosen by the oracle in the uncontrolled case and chosen by the algorithm in the controlled case from some fixed distribution characterizing the oracle, and \( \xi^+ \) being the noise of the returned feedback \( Z^+ \) at points \( X^+ \). For the following proposition we consider \( 4 = 2 \times 2 \) cases. First, the function is either assumed to be \( L \)-smooth and convex (i.e., the derivative of \( f \) is \( L \)-Lipschitz w.r.t. \( \|\cdot\|_\ast \)), or it is assumed to be three times continuously differentiable (\( f \in C^3 \)). The other two options are either the controlled noise setting of (2), or, in the uncontrolled case, we make the alternate assumptions

\[
\mathbb{E}[\xi^+ - \xi^-] = 0 \quad \text{and} \quad \mathbb{E}[(\xi^+ - \xi^-)^2] = \sigma^2 < \infty. \tag{5}
\]

The following proposition, whose proof is based on [33, Lemma 1] and [15, Lemma 1], provides conditions under which the bias-variance parameters \((c_1, c_2)\) can be bounded as shown in Table 2:

Proposition 3 Let Assumption 1 hold and let \( \gamma \) be a two-point feedback oracle defined by (4). Suppose furthermore that \( \mathbb{E}[VV^T] = I \) holds in this case. When \( \gamma \) is a type-I oracle with the pair \((c_1(\delta), c_2(\delta))\) given by Table 2. For uncontrolled noise and for controlled noise with \( f \in C^3 \), \( C_1 \) is as in Proposition 1 and \( C_2 = 4C_2 \) from Proposition 1. For the controlled noise case with \( f \in \mathcal{F}_{L,0} \), \( C_1 = \frac{T_2}{2} + \frac{T_3}{2} \mathbb{E}[\|V\|^2]\mathbb{E}[\|U\|^2] \) and \( C_2 = 2B_4^2 \mathbb{E}[\|V\|^2]\mathbb{E}[\|U\|^4] \), with \( B_4 = \sup_{x \in \mathcal{K}} \|\nabla f(x)\|_\ast \).

Popular choices for \( U \) and \( V \):

- If we set \( U_{i \! + \! 1} \) to be independent, symmetric \( \pm 1 \)-valued random variables and \( V_{i \! + \! 1} = 1/U_{i \! + \! 1} \), then we recover the popular SPSA scheme proposed by Spall [33]. It is easy to see that \( \mathbb{E}[VV^T] = I \) holds in this case. When the norm \( \|\cdot\| \) is the 2-norm, \( C_1 = O(d^2) \) and \( C_2 = O(d) \). If we set \( \|\cdot\| \) to be the max-norm, \( C_1 = O(\sqrt{d}) \) and \( C_2 = O(d) \).
- If we set \( V = U \) with \( U \) chosen uniform at random on the surface of a sphere with radius \( \sqrt{d} \), then we recover the RDSA scheme proposed by Kushner and Clark.
[24, pp. 58–60]. In particular, the \((U_i)\) are identically distributed with \(\mathbb{E}[U_iU_j] = 0\) if \(i \neq j\) and \(\mathbb{E}[UU^T] = d\), hence \(\mathbb{E}[U_i^2] = 1\). Thus, if we choose \(\|\cdot\|\) to be the 2-norm, \(C_1 = O(d^2)\) and \(C_2 = O(d)\).

- If we set \(V = U\) with \(U\) the standard \(d\)-dimensional Gaussian with unit covariance matrix, we recover the smoothed functional (SF) scheme proposed by Katkovnik and Kulchitsky [22]. Indeed, in this case, by definition, \(\mathbb{E}[VU^T] = \mathbb{E}[UU^T] = I\). When \(\|\cdot\|\) is the 2-norm, \(C_1 = O(d^2)\) and \(C_2 = O(d)\). This scheme can also be interpreted as a smoothing operation that convolves the gradient of \(f\) with a Gaussian density.

4.2 Achievable Results for Stochastic BCO

We now consider stochastic BCO with \(L\)-smooth functions over a convex, closed non-empty domain \(K\). Let \(\mathcal{F}\) denote the set of these functions. Duchi et al. [15] proves that the minimax expected optimization error for the functions \(\mathcal{F}\) with uncontrolled noise is lower bounded by \(\Omega(n^{-1/2})\).

They give an algorithm which uses two-point gradient estimates which matches this lower bound for the case of controlled noise. For controlled noise, the constructions in the previous section give that for two-point estimators \(c_1(\delta) = C_1\delta^p\) and \(c_2(\delta) = C_2\delta^{-q}\) with \(p = 1\) and \(q = 0\). Plugging this into Theorem 1 we get the rate \(O(n^{-1/2})\) (which is unsurprising given that the algorithms and the upper bound proof techniques are essentially the same as that of Duchi et al. [15]). However, when the noise is uncontrolled, the best that we get is \(p = 2\) and \(q = 2\). From Theorem 2 we get that with such oracles, no algorithm can get better rate than \(\Omega(n^{-1/3})\), while from Theorem 1 we get that these rates are matched by mirror descent. We can summarize these findings as follows:

**Theorem 3** Consider \(\mathcal{F}_{L,0}\), the space of convex, \(L\)-smooth functions over a convex, closed non-empty domain \(K\). Then, we have the following:

- **Uncontrolled noise:** Take any \((\delta^2, \delta^{-2})\) type-I oracle \(\gamma\). There exists an algorithm that uses \(\gamma\) and achieves the rate \(O(n^{-1/3})\). Furthermore, no algorithm using \(\gamma\) can achieve better error than \(\Omega(n^{-1/3})\) for every \((\delta^2, \delta^{-2})\) type-I oracle \(\gamma\).

- **Controlled noise:** Take any \((\delta, 1)\) type-I oracle \(\gamma\). There exists an algorithm that uses \(\gamma\) and achieves the rate \(O(n^{-1/2})\). Furthermore, no algorithm using \(\gamma\) can achieve better error than \(\Omega(n^{-1/2})\) for every \((\delta, 1)\) type-I oracle \(\gamma\).

For stochastic BCO with uncontrolled noise, Agarwal et al. [3] analyze a variant of the well-known ellipsoid method and provide regret bounds for the case of convex, \(1\)-Lipschitz functions over the unit ball. Their regret bound implies a minimax error (1) bound of order \(O\left(\sqrt{d^2/n}\right)\). Liang et al. [25] provide an algorithm based on random walks (and not using gradient estimates) for the setting of convex, bounded functions whose domain is contained in the unit cube and their algorithm results in a bound of the order \(O(\sqrt{d^1/n})\) for the minimax error. These bounds decrease faster in \(n\) than the bound available in Theorem 3, while showing a much worse dependence on the dimension. However, what is more interesting is that our results also show that an \(O(n^{-1/2})\) upper bound cannot be achieved solely based on the oracle properties of the gradient estimates considered. Since the analysis of all gradient algorithms for stochastic BCO does this, it is no wonder that the best known upper bound for convex-smooth functions is \(O(n^{-1/3})\) [30]. (We will comment on the recent paper of Dekel et al. [11] later.)

The above result also shows that the gradient oracle based algorithms are optimal for smooth problems, under a controlled noise setting. While Duchi et al. [15] suggests that it is the power of two-point gradient estimators that helps to achieve this, we need to add that having controlled noise is also critical.

Finally, let us make some remarks on the early literature on this problem. A finite time lower bound for stochastic, smooth BCO is presented by Chen [9] for convex functions on the real line. When applied to our setting in the uncontrolled noise case, his results imply that \(\mathbb{E}\left[\left|\hat{x}_n - x^*\right|\right]\), that is, the distance of the estimate to the optimum, is at least \(\Omega(n^{-1/3})\). Note that this is larger than the error achieved by the algorithms of Liang et al. [25], Bubeck et al. [7], Bubeck and Eldan [8], but the apparent contradiction is easily resolved by noticing the difference in their error measure: distance to the optimum vs. error in the function value (in particular, compressing the range of functions makes locating the minimizer harder). Polyak and Tsypakov [29], who also considered distance to optimum, proved that mirror descent with gradient estimation achieves asymptotically optimal rates for functions that enjoy high order smoothness.

5 Applications to Online BCO

In the online BCO setting a learner sequentially chooses the points \(X_1, \ldots, X_n \in K\) while observing the losses \(f_1(X_1), \ldots, f_n(X_n)\). More specifically, in round \(t\), having observed \(f_1(X_1), \ldots, f_{t-1}(X_{t-1})\) of the previous rounds, the learner chooses \(X_t \in K\), after which it observes \(f_t(X_t)\). The learner’s goal is to minimize its expected regret \(\mathbb{E}\left[\sum_{t=1}^n f_t(X_t) - \inf_{x \in K} \sum_{t=1}^n f_t(x)\right]\). This problem is also called online convex optimization with one-point feedback. A slightly different problem is obtained if we allow the learner to choose multiple
points in every round, at which points the function \( f_t \) is observed. The loss is suffered at \( X_t \). The points where the function is observed (“observation points” for short) may or may not be tied to \( X_t \). One possibility is that \( X_t \) is one of the observation points. Another possibility is that \( X_t \) is the average of the observation points (e.g., Agarwal et al. [2]). Yet another possibility is that there is no relationship between them.

The oracle constructions from the previous section also apply to the online BCO setting where the algorithm is evaluated at \( Y_t \), though in this case one cannot employ two-point feedback as the functions change between rounds. This also rules out the controlled noise case. Thus, for the online BCO setting, one should consider type-I (and II) oracles with \( c_1(\delta) = C_1\delta^p \) and \( c_2(\delta) = C_2\delta^{-q} \) with \( p = q = 2 \). For these type of oracles, the results from Theorem 2 give the following result:

**Theorem 4** Let \( F_{L,0} \) be the space of convex, \( L \)-smooth functions over a convex non-empty domain \( K \). No algorithm that relies on \((\delta^2, \delta^{-2})\) type-I oracles can achieve better regret than \( \Omega(n^{2/3}) \).

With a noisy gradient oracle of Proposition 2, Theorem 4 implies that this regret rate is achievable, essentially recovering, and in some sense proving optimality of the result of Saha and Tewari [30]:

**Theorem 5** For zeroth order noisy optimization with smooth convex functions, the gradient estimator of Proposition 2 together with mirror descent (see Algorithm 1) achieve \( O(n^{2/3}) \) regret.

This optimality result shows that with the usual analysis of the current gradient estimation techniques, no gradient method can achieve the optimal regret \( O(n^{1/2}) \) for online bandit convex optimization, established by Bubeck et al. [7], Bubeck and Eldan [8]. Note that this shows a contradiction to the recent result of Dekel et al. [11], who claimed to achieve \( \tilde{O}(n^{5/8}) \) regret with the same \((\delta^2, \delta^{-2})\) type-II gradient oracle as Saha and Tewari [30], but their proof only used the \((\delta^2, \delta^{-2})\) tradeoff in the bias and variance properties of the oracle.

### 6 Related Work

Gradient oracle models have been studied in a number of previous papers [10, 4, 31, 13]. A full comparison between these oracle models is given by Devolder et al. [13]. For illustration, here we only review the model of this latter paper as a typical example of these previous works. The model of Devolder et al. [13] assumes a first-order approximation to the function with parameters \((\delta, L)\). In particular, given \((x, \delta, L)\) and the convex function \( f \), the oracle gives a pair \((t, y) \in \mathbb{R} \times \mathbb{R}^d \) such that \( t + \langle g, y - x \rangle \) is a linear lower approximation to \( f(\cdot) \) in the sense that \( 0 \leq f(y) - \{ t + \langle g, y - x \rangle \} \leq \frac{L}{2} \| y - x \|^2 + \delta \).

Devolder et al. [13] argue that this notion appears naturally in several optimization problems and study whether the so-called accelerated gradient techniques are still superior to their non-accelerated counterparts (and find a negative answer). The authors study both lower and upper rates of convergence, similarly to our paper. A major difference between the previous and our settings is that we allow stochastic noise (and bias), which the algorithms can control, while the oracle in these previous papers must guarantee that the accuracy requirements hold in each time step with probability one. This is a much stronger requirement, which may be impossible to satisfy in some problems, such as when the only information available about the functions is noise contaminated.

Some works, such as Schmidt et al. [31] allow arbitrary sequences of errors and show error bounds as a function of the accumulated errors. Our proof technique is actually essentially the same (as can be expected). However, the noisy case requires special care. For example, Proposition 3 of Schmidt et al. [31] bounds the optimization error for the smooth, convex case by \([O(1/\sqrt{n}(\| x_1 - x^* \|^2 + A_n^2)) \] where \( A_n = O(\sum_{t=1}^n \| e_t \|) \), \( e_t \) being the error of the approximate gradient. This expression becomes \( \Theta \left( \frac{1}{\sqrt{n}} \sum_{t=1}^n t^2 \right) \approx n \) assuming that errors’ noise level is a positive constant (in all our result, this holds). This clearly shows that the noisy case requires (somewhat) special treatment.

Similar, but simpler noisy oracle models were introduced [21, 19, 16], but these models lack the bias-variance tradeoff central to this paper (i.e., they assume the variance and bias can be controlled independently of each other). The results in these papers are upper bounds on the error of certain gradient methods (also to some very specific problem for [19]), and they correspond to the bounds we obtained with \( q = 0 \).

### 7 Conclusions

We presented a novel noisy gradient oracle model for convex optimization. The oracle model covers several gradient estimation methods in the literature designed for algorithms that can observe only noisy function values, while allowing to handle explicitly the bias-variance tradeoff of these estimators. The framework allows to derive sharp upper and lower bounds on the minimax optimization error and the regret in the online case. From our lower bounds it follows that the current state of the art in designing and analyzing noisy gradient methods for stochastic and online smooth bandit convex optimization are suboptimal.
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