Abstract

Radial Basis Function (RBF) networks are a classical family of algorithms for supervised learning. The most popular approach for training RBF networks has relied on kernel methods using regularization based on a norm in a Reproducing Kernel Hilbert Space (RKHS), which is a principled and empirically successful framework. In this paper we aim to revisit some of the older approaches to training the RBF networks from a more modern perspective. Specifically, we analyze two common regularization procedures, one based on the square norm of the coefficients in the network and another one using centers obtained by $k$-means clustering. We show that both of these RBF methods can be recast as certain data-dependent kernels. We provide a theoretical analysis of these methods as well as a number of experimental results, pointing out very competitive experimental performance as well as certain advantages over the standard kernel methods in terms of both flexibility (incorporating of unlabeled data) and computational complexity. Finally, our results shed light on some impressive recent successes of using soft $k$-means features for image recognition and other tasks.

1 Introduction

Radial Basis Function (RBF) networks are a classical family of algorithms for supervised learning. The goal of RBF is to approximate the target function through a linear combination of radial kernels, such as Gaussian (often interpreted as a two-layer neural network). Thus the output of an RBF network learning algorithm typically consists of a set of centers and weights for these functions. Proposed in [3] as a way to connect function approximation to learning, RBF networks have drawn significant attention in the machine learning community due to their strong performance and nice theoretical properties. The key aspect of any RBF network algorithm is capacity control. It is easy to see that any input data $(x_i, y_i)$ can be fitted exactly by allowing every data point to be a center and choosing appropriate coefficients. That, of course, is overfitting and thus RBF networks need to be regularized by penalizing the coefficients and/or choosing a set of the centers of smaller cardinality then the input data. A number of regularization approaches have been proposed in the literature with various theoretical properties, computational complexity and empirical performance. By far the most popular and successful approach to regularizing RBF’s has been based on kernel machines, such as kernel SVM’s (K-SVM) or kernel regularized least squares (K-RLS) algorithm. In these approaches the function space is constrained by the norm in a Reproducing Kernel Hilbert Space (RKHS). While kernel methods are often considered to be a different class of algorithms, they are, in fact, types of RBF networks when used with a radial kernel. The kernel methods have become very popular, easily eclipsing earlier RBF algorithms, due to their elegant mathematical formulation grounded in classical functional analysis, the convex nature of optimizations involved and to their strong empirical performance.

In this paper we take a step back by revisiting two common methods for training RBF networks suggested before the runaway success of kernel machines in machine learning. Specifically, we look at regularization by the squared norm of the coefficients in an RBF network and on selecting centers through $k$-means clustering. Perhaps surprisingly we are able to reinterpret these algorithms as kernel methods with explicit distribution-dependent kernels. We highlight certain advantages of these approaches compared to the standard kernel methods both in terms of flexibility (by easily incorporating unlabeled data) and scaling to large datasets. In particular, our results provide a kernel interpretation for the remarkable performance of methods based on soft $k$-means embeddings on certain computer vision tasks [6, 12].

Our contributions could be summarized as follows.
We provide a theoretical analysis of RBF networks whose centers are chosen at random from the same probability distribution as the input data and which is regularized based on the $l^2$ norm of the coefficient vector. In particular this setting applies to the case when the set of the centers is the training set. We provide generalization bounds under the usual statistical assumptions and show that in this case the RBF algorithm is equivalent to a kernel machine with a data dependent kernel whose limit form can be explicitly established. It follows from our analysis that the asymptotic convergence rate of this method equals to the standard rate obtained for kernel machines.

We analyze another common form of RBF networks, where the centers are obtained from a $K$-means clustering algorithm. We provide a bound on the generalization error in terms of the quantization error of the output of $K$-means algorithm. Moreover, when $K$ is large (as is the case in many common applications), the distribution of $K$-means centers can be thought of as a density itself, related to the underlying density of the data. That allows us to reinterpret the $K$-means RBF network in terms of another density-dependent kernel. This observation sheds light on the strong performance shown by soft $K$-means feature embedding used in [6, 12], which are closely related to RBF networks with a certain radial kernel. Additionally, we discuss some non-asymptotic properties of $K$-means related to denoising and manifold learning.

We discuss certain advantages of RBF networks over the standard kernel methods. In particular semi-supervised learning for these RBF’s is achieved naturally and without any extra hyper-parameters as unlabeled data can simply be used as centers. We discuss why adding unlabeled data can be helpful and provide experimental support for this observation.

Finally, we provide a number of experimental results to show that RBF’s provide comparable performance to the kernel machines using both the square loss and the hinge loss. We also demonstrate that the unlabeled data is indeed helpful in most settings. Additionally we show that $K$-means RBF can achieve regularization by simply choosing the number of centers. This is encouraging as the amount of computation required depends on the number of centers and only linearly on the number of input points.

Related Work. There is a large body of work investigating RBF networks from many different perspectives. Proposed in [3], RBF networks were introduced as a function approximation method and interpreted as artificial neural networks. Analysis of RBF networks and the connections to approximation theory were explored in [20]. Results in [17, 18] showed that any function in the functional space $L^p(\mathbb{R}^d)$ could be approximated by a RBF network arbitrarily well, under a very mild condition on the RBF function. To control the approximation power of the RBF network and avoid overfitting, [16] suggested that RBF network could be regularized by the squared norm of the coefficients (ridge regression) or subset selection. Ridge regression-based regularization has been quite popular in the literature due to its mathematical and computational simplicity. Several other related forms of regularization such as using the information curvature information in [2], have also been proposed. A number of approaches exist for selecting a subset of centers for building a parsimonious RBF network, including [5, 14, 4, 15]. Furthermore, there have been work on the statistical properties of RBF networks. In particular, the insightful work [13] investigated the generalization error of RBF networks and provided generalization guarantees in terms of the number of training data and the number of function basis in the setting of the statistical learning theory. The version of RBF considered in [13] involved a non-convex optimization over the set of centers.

While the literature on RBF’s is quite large, to the best of our knowledge there have been few in-depth empirical comparisons between older methods for training RBF networks and kernel machines. That was perhaps due to the fact that without a standardized center selection procedure it was hard to produce systematic comparisons. The well-known work [23] discussed the connection between RBF’s and kernel SVM and provided some experimental results on hand-written digits giving a slight advantage to SVM.

The rest of the paper is organized as follows. In Section 2, we give a brief description of ridge-RBF networks and provide a theoretical analysis. We provide a discussion of semi-supervised learning in Section 3. In Section 4, we discuss using centers obtained by $K$-means clustering. We provide generalization bounds, a kernel interpretation of these methods as well as some observations on the regularization effect of $K$-means. In Section 5 we provide a number of experiments demonstrating (a) very competitive performance of ridge-RBF to kernel methods with both square and hinge losses; (b) consistent performance improvements from unlabeled data; (c) regularizing effect of $K$-means.

### 2 RBF networks: generalization analysis

We start by formulating the problem of RBF network learning. Given a set of $K$ centers $z_1, \ldots, z_K$, an RBF network is simply a function of the form

$$f(x) = \sum_{i=1}^{K} w_i h(||x - z_i||).$$

One of the most popular choices for $h$ is the Gaussian kernel, defined by $h(||x - z||) = K(x, z) = \exp\left(-\frac{||x-z||^2}{2\sigma^2}\right)$. Given $n$ training data points $\{(x_1, y_1), \ldots, (x_n, y_n)\}$, the
Choosing the loss function $L$ (and normalizing the coefficients by $\frac{1}{n}$), we can train the model through minimizing the empirical risk on the training data:

$$
\mathbf{w}^* = \arg \min_{\mathbf{w} \in \mathbb{R}^n} \frac{1}{n} \sum_{i=1}^{n} L(f(x_i), y_i) + \frac{\lambda}{2} \sum_{i=1}^{n} w_i^2
$$

where $f(x) = \frac{1}{n} \sum_{j=1}^{n} w_j h(\|x - x_j\|)$

This form of RBF is quite similar to kernel machine methods such as kernel support vector machine (K-SVM) [7] and kernel regularized least square classifier (K-RLSC). The important difference is that we use $\mathbf{w}^T \mathbf{w}$ rather than $\mathbf{w}^T K \mathbf{w}$ used in kernel methods (where $k$ is the kernel matrix computed from the data). Additionally (and rather elegantly) in kernel methods the functional form of the classifier is the result of the representer theorem. On the other hand, the optimization problem in Eqn. 2 is very direct. Moreover unlabeled data can be incorporated into Eqn. 2 by simply using the unlabeled points as additional centers. We will provide some intuition and experimental results on adding unlabeled data later on in the paper.

**RBF network as an embedding.** A useful interpretation of RBF’s is to consider them as linear classifiers after an embedding

$$
\phi: \mathbb{R}^d \to \mathbb{R}^k, \phi(x) = (h(\|x - z_1\|), \ldots, h(\|x - z_k\|))
$$

For example, for the square loss, the formulation in 2 becomes ordinary ridge regression in the embedding space. This point of view is closely related to the “feature map” representation of kernel methods (note the different norm) as well as the “random kitchen sink” idea proposed in [22], which are regularized by the norm $\| \cdot \|_\infty$ on the coefficients. We also note that “soft $k$-means embeddings” are in fact RBF networks.

**RBF network as a data-dependent kernel.** For our analysis, we consider the square loss as it leads to an explicit solution to Eqn. 2, which will simplify the discussion. However the form of the kernel does not depend on the loss function.

**Proposition 1.** Using the square loss $L(f(x), y) = (f(x) - y)^2$, the solution to Eqn (2) is

$$
\mathbf{w}^* = \left( \frac{1}{n} \mathbf{K}^T \mathbf{K} + n\lambda \mathbf{I} \right)^{-1} \mathbf{K}^T \mathbf{y},
$$

where $\mathbf{K}$ is a $n \times n$ matrix with $K_{ij} = K(x_i, x_j)$. The classifier function

$$
f^*_n(x) = \frac{1}{n} \sum_{i=1}^{n} w_i K(x, x_i),
$$

is equivalent to the solution to a regularized least-square kernel machine with a data-dependent kernel $\hat{K}_W$, where

$$
\hat{K}_W(x, z) = \frac{1}{n} \sum_{i=1}^{n} K(x, x_i)K(z, x_i).
$$

The proof is standard and is given in Section A.1 of the supplementary material. Assuming that the training data $x_i$ are i.i.d. samples from a probability distribution $\rho$, it is easy to see that as $n \to \infty$, $\hat{K}_W(x, z)$ converges to a continuous density-dependent kernel $K_W(x, z) = \int K(x, u)K(z, u)p(u)du$. We will explore how this data dependent kernel affects performance through an example of semi-supervised learning in Section 3.

### 2.1 Connection to the Fredholm equation and generalization bounds

Even though $l^2$ regularized RBF networks were proposed long ago and perform well in practice, our understanding of these algorithms seems to be quite limited compared to the rich literature on kernel machines. Below we will provide a generalization analysis of the algorithm in a regression setting.

Given $n$ training data, $(x_1, y_1), \ldots, (x_n, y_n)$, let us assume that $x_i$ are i.i.d. samples from a probability distribution $\rho$ and the outputs $y_i$ are determined, that is $y_i = g(x_i)$. We assume the target function $g$ is bounded by $|g(x)| \leq M$. We will also assume that the kernel $K(x, z) = h(\|x - z\|)$ is positive definite.

Now consider the following continuous optimization algorithm for approximating the target function $g(x)$,

$$
\mathbf{w}^* = \min_{\mathbf{w} \in L_p^2} \| K_\rho \mathbf{w} - g \|^2_p + \lambda \| \mathbf{w} \|^2_p,
$$

with the approximator function $f^* = K_\rho \mathbf{w}^*$.

The norm $\| \cdot \|_p$ is defined by $\| \mathbf{w} \|_p = (\int \| x \|^2 p(x)dx)^{\frac{1}{2}}$ and $L_p^2 = \{ \mathbf{w}, \| \mathbf{w} \|^2 < \infty \}$. $\mathcal{H}$ is the RKHS with the RBF kernel $K$, which is assumed to be positive semi-definite. $K_\rho : L_p^2 \to \mathcal{H}$ is an integral operator associated with the kernel $K$, defined by

$$
K_\rho \mathbf{w}(x) = \int K(x, u)w(u)p(u)du.
$$

It is easy to see Eqn (4) aims to approximate the target function $g$ through an integral equation $K_\rho \mathbf{w} \approx g$, also

---

\footnote{The case when $y$ is also a random variable can also be analyzed by taking $g(x) = E(y|x)$, cf [24].}
known as a Fredholm equation. This approach for supervised learning by solving an integral equation with regularization is closely related to the Fredholm learning framework proposed in [21] (where an RKHS regularizer was used). By introducing this problem, we want to provide the continuous counterpart of Eqn. (2). Using $f^*$, we can decompose the generalization error $\|g - f_n^*\|_p$ into approximation error and estimation error.

$$\|g - f_n^*\|_p \leq \|g - f^*\|_p + \|f^* - f_n^*\|_p.$$  \hspace{1cm} (Approx. Error) \hspace{1cm} (Est. Error) \hspace{1cm} (5)

Using the techniques in [24], we have the following proposition.

**Proposition 2.** For approximation error in Eqn (5), assuming the target function $g$ satisfies $|\kappa p^{-\tau} g|_p < \infty$ for $0 < r \leq 2$, we have

$$\|g - \kappa p^n w^*\|_p \leq \lambda^2 \|\kappa p^{-\tau} g\|_p.$$ \hspace{1cm} (6)

Note that the approximation error depends on the smoothness of the target function $g$, characterized by $|\kappa p^{-\tau} g|_p < \infty$ for $0 < r \leq 2$. While this is a strong smoothness assumption, it is a standard setting in a number of learning theory papers including [24]. As usual the approximation error tends to zero as the regularization coefficient $\lambda$ decreases to 0.

Now let us present the result for the estimation error (see the supplementary material for the proof)

**Theorem 1.** Assuming the target function is uniformly bounded, that is $g(x) < M$ for any $x$, with probability at least $1 - 2e^{-\tau}$, we have

$$\|f_n^* - f^*\|_p \leq \frac{3\kappa^2 M (\sqrt{2\tau} + 1 + \sqrt{8\tau})}{\lambda \sqrt{n}} + \frac{4\kappa^2 M \tau}{3\lambda n} + \frac{4\kappa^3 M \tau}{3\lambda^2 n}.$$ \hspace{1cm} (7)

where $\kappa = \max_x K(x, x)$.

Combine the results from Eqn. (6) and (7), we will have the following result for the generalization error for the $l^2$ regularized RBF network.

**Corollary 1.** Assume the target function $g$ satisfies $|\kappa p^{-\tau} g|_p < \infty$ for $0 < r \leq 2$ and $g(x) < M$ for any $x$. With probability at least $1 - 2e^{-\tau}$, we have

$$\|f_n^* - g\|_p \leq C_{\tau, \kappa, M} n^{-\frac{\sqrt{8\tau}}{\lambda}}$$

where $C_{\tau, \kappa, M}$ is a constant depending on $\tau, \kappa$ and $M$.

Thus, as $n \to \infty$, the generalization error will converge to 0 with rate $O(n^{-\frac{\sqrt{8\tau}}{\lambda}})$ in probability. In particular, when $g$ is in the range of $\kappa p^\tau$, the convergence rate is $O(n^{-\frac{\sqrt{8\tau}}{\lambda}})$. This is the same rate as the one for the least square kernel machine given in [24].

### 3 RBF networks for semi-supervised learning

In this section, will highlight the difference between RBF’s and the standard kernel methods in the semi-supervised setting, which makes dependence of the classifier on the probability distribution more explicit. We first observe that using unlabeled data in the RBF setting is a simple matter of adding additional center for unlabeled points, writing $f(x) = \frac{1}{n} \sum_{i=1}^{n+m} w_i h(\|x - x_i\|)$ where $m$ is the number of unlabeled points in Eqn. (2). While it may seem to lead to potential overfitting due to the extra parameters, this is actually not the case as the regularization penalty constrains the complexity of the function class. A version of Theorem 1 for the generalization error including unlabeled data is given in Theorem 4 in the supplementary material.

It is easy to see that unlabeled data changes the resulting RBF classifier. A natural question of comparison to kernel machines arises. We can put $f(x) = \frac{1}{n} \sum_{j=1}^{n+m} w_j h(\|x - x_i\|)$ in the standard kernel framework, where the only difference will be using the norm $w^T K w$ in place of $w^T w$ for RBF. However it follows from the representer theorem that the output of a kernel machine will ignore the unlabeled data by putting zero weights on unlabeled points.

We will illustrate this difference by a simple example. Consider a classification problem with the (marginal) data distribution $p(x) = N(0, \text{diag}([9, 1]))$. Given two labeled points, positive example $x_p = (-4, 3)$ and negative example $x_n = (4, -3)$, consider two candidate classifier functions using the kernel $K(x, z) = \exp\left(-\frac{\|x - z\|^2}{4}\right)$.

1. $f_1(x) = K(x, x_p) - K(x, x_n), x_p = (-4, 3), x_n = (4, -3)$;
2. $f_2(x) = K(x, z_p) - K(x, z_n), z_p = (-5, 0), z_n = (5, 0)$.

![Figure 1: Contours and classification boundaries for $f_1$ (left) and $f_2$ (right). Two labeled points $x_p$ and $x_n$, grey unlabeled points are sampled from $p$. Note that $\|f_1\|_{\mathcal{H}} = \|f_2\|_{\mathcal{H}}$, however $\|f_1\|_{\mathcal{H}_W} \gg \|f_2\|_{\mathcal{H}_W}$](image)

From Figure 1, it is clear that both $f_1$ and $f_2$ have 0 empirical risk on the two labeled data $x_p$ and $x_n$. However, their...
norms are different in the standard RKHS $\mathcal{H}$ corresponding to $K$ and the data-dependent RKHS $\mathcal{H}_W$ corresponding to the kernel $K_W$ in Eqn. (3).

First, we observe that $f_1, f_2$ that

$$\|f_1\|_2^2 = K(x_p, x_p) + K(x_n, x_n) - 2K(x_n, x_p) = K(z_p, z_p) + K(z_n, z_n) - 2K(z_n, z_p) = \|f_2\|_2^2.$$

Thus, $f_1$ and $f_2$ are equivalently good solutions from the point of a kernel machine with kernel $K$, as both the empirical risk and regularization term are the same.

Estimating the RBF-related norm $\mathcal{H}_W$ as a bit trickier and we omit the details here, and just give the result

$$\frac{\|f_1\|_{\mathcal{H}_W}}{\|f_2\|_{\mathcal{H}_W}} \approx \frac{\frac{1}{p(x_p)} + \frac{1}{p(z_p)}}{\frac{1}{\hat{p}(x_p)} + \frac{1}{\hat{p}(z_p)}} \approx 54.6$$

The solution $f_1$ has a much higher regularization penalty and in the RBF framework would select $f_2$ over $f_1$.

This density dependence may or may not be desirable depending on the assumptions but is generally consistent with density and manifold-based semi-supervised learning. RBF networks prefer boundaries orthogonal to the local principal components of the density. In practice there seems to be a small but consistent improvement from unlabeled data without any additional hyper-parameters, see Section 5 for the experiments.

4 $k$-means RBF networks

From a practical point of view, the efficiency of RBF network directly depends on the number of centers, which determines how much computational power we need for each data point. Even though including both labeled and unlabeled data as basis could potentially improve performance, it also makes it impractical for large scale data sets. Thus, we need to find a way to choose a smaller set of centers, while retaining performance as much as possible. Historically, people have used the $k$-means centers for RBF network, which usually performs quite well in practice. Recent research showed that non-linear features learned using $k$-means were quite effective for a number of problems, including visual object recognition and optical character recognition [6, 12]. In this section, we will discuss why $k$-means are a good choice for the centers of RBF networks, and how the asymptotic properties of the RBF algorithm will be affected by the $k$-means quantization.

4.1 $k$-means RBF algorithm

As a method for vector quantization, $k$-means splits the data set into $k$ subsets such that each data point is close to the center of its cluster. More formally, given a data set of size $n$, $X = \{x_1, \ldots, x_n\}$, it seeks to find $k$ centers $C_k = \{c_1, \ldots, c_k\}$, by minimizing the quantization error,

$$C_k = \arg \min_{C, |C| = k} Q_k(C),$$

where $Q_k(C) := \sum_{i=1}^{n} \min_{c \in C} \|x_i - c\|^2$.

The clusters, defined by

$$C_i = \{x_j, \|x_j - c_i\| = \min_{c \in C_k} \|x_j - c\|, 1 \leq j \leq n\}$$

form a $k$-partition of the data set. Solving the problem exactly is difficult, since the existing work [11] shows that even the planar case is NP-hard. The most common method used in practice is the greedy iterative Lloyd’s algorithm proposed in [10], which is guaranteed to converge to a local minimum. Moreover, the quantization loss of $k$-means after the intelligent initialization provided by $k$-means++ [1] is shown to be within a factor of $O(\log k)$ of the optimal loss $Q_k(C_k)$.

As $k$-means provides a concise representation of the data, it is natural to replace the training set with its $k$-means centers for radial basis functions. It gives us a classifier that could be evaluated more efficiently than a full network. In this section, we consider two types of $k$-means RBF networks:

(1) Weighted $k$-means network. Given the cluster weights, $P_n(C_i) = \#\{x_j \in C_i\}/n$, the classifier is learned by

$$w_{k,p}^* = \arg \min_{w \in \mathbb{R}^k} \frac{1}{n} \sum_{i=1}^{n} L(f(x_i), y_i) + \frac{\lambda}{k} \sum_{i=1}^{k} P_n(C_i)w_i^2$$

where $f(x) = \sum_{i=1}^{k} w_i h(\|x - c_i\|)P_n(C_i)$.

The output classifier is denoted by $f_{k,p}$.

(2) Unweighted $k$-means network, trained using

$$w_k^* = \arg \min_{w \in \mathbb{R}^k} \frac{1}{n} \sum_{i=1}^{n} L(f(x_i), y_i) + \frac{\lambda}{k} \sum_{i=1}^{k} w_i^2$$

where $f(x) = \sum_{i=1}^{k} w_i h(\|x - c_i\|)$,

whose output is denoted by $f_k$.

We note that the difference is in the density weighting of the regularization term. Most applications use standard (unweighted $k$-means networks), however weighted $k$-means networks turn out to be easier to analyze and seem to give similar performance in practice.

Remark: We note that $k$-means RBF is equivalent to linear classification/regression using “soft $k$-means features”, that is applying the embedding $x \rightarrow (h(\|x - c_1\|), \ldots, h(\|x - c_k\|))$. 
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We also note, the solution in Proposition 1 also applies to the case of $f_k$, as the only difference is the choice of the centers. For $f_k,p$, the solution is slightly different as extra weights $P_n(C_i)$ are involved. For square loss, the classifier weights for $f_k,p$ will be

$$w^*_k,p = K^T(KPK^T + \lambda I)^{-1}y,$$

where $K$ is a $n \times k$ matrix with $K_{ij} = K(x_i,c_j)$ and $P$ is a diagonal matrix of size $k \times k$ with $P_{ii} = P_n(C_i)$. Similar to our analysis before, this classifier is equivalent to a kernel machine that uses a data dependent kernel $K_W(x,z) = \sum_{i=1}^k K(x,c_i)K(z,c_i)P(C_i)$. As more clusters are used, $K_W$ converges to a density dependent kernel, $K_W(x,z) = \int K(x,u)K(z,u)p(u)du$, which is the same as for the case of RBF networks considered earlier.

For the standard (unweighted) $k$-means, the empirical distribution of the centers converges to a distribution that is closely related to $p$ as $k \to \infty$, which allows us to also write a form for the limiting kernel. The details are given below.

4.2 Generalization bounds via quantization error and kernel interpretation of $k$-means RBF

Under the setting of $k$-means RBF networks, it is interesting to see how the quantization process affects the generalization error and how it relates to the RBF network that uses the whole training data as the set of centers. First, let us provide an analysis for the generalization error of the $k$-means RBF network. For this analysis, we will consider the weighted $k$-means network, since the $k$-means with the cluster weights provide an estimator of the distribution density. In particular, $f^*_k,p$ will converge to the $f^*$ from Eqn. (4) and the estimation error $\|f^*-f^*_k,p\|$ could be bounded in terms of the quantization loss. We give this result in the following theorem.

Theorem 2. Suppose the target function is uniformly bounded $g(x) \leq M$ for any $x$, and the RBF kernel $K$ is translation invariant such that $K(x,z) = h(||x-z||^2)$ with a monotonic decreasing function $h$ satisfying the Lipschitz condition: $|h(v) - h(u)| \leq L|u - v|$. For the estimation error $\|f^*-f^*_k,p\|$, we have

$$\|f^*_k,p - f^*\|_p \leq \left(\frac{\kappa_2^2 + \kappa_3^2}{\lambda} + \frac{2\kappa_3^3}{\lambda^2}\right)\sqrt{2\tau M} \sqrt{n} + 8L \left(\frac{\kappa_2^2}{\lambda} + \frac{\kappa_3^3}{\lambda^2}\right) MQ_k(C),$$

with probability at least $1 - 2e^{-\gamma}$.

In addition to the error term depending on $n$, the estimation error bound for $k$-means RBF network also contains a term that depends on the quantization error $Q_k(C_k)$. As $k$ approaches to $n$, the quantization error decreases to 0, the $k$-means RBF network could be viewed as an approximation of the one use the full data set.

For unweighted $k$-means networks, giving an explicit analysis for the generalization error is more subtle. However, we could still understand their behavior by looking at the limit of the data dependent kernel induced by the network. First, the following theorem summarizes the limit of the empirical distribution of the $k$-means centers.

Theorem 3. [8] Suppose $p$ is absolutely continuous w.r.t. Lebesgue measure in $\mathbb{R}^d$ and $E\|X\|^{2+\delta} < \infty$ for some $\delta > 0$. Let $(C_{p,k})_{k \geq 1}$ be the solution to,

$$C_{p,k} = \arg \min_{C,|C|=k} Q_{p,k}(C),$$

where $Q_{p,k}(C) := \int \min_{c \in C} \|x-c\|^2 p(x)dx$.

Let $\mu_k$ be the empirical measure of the cluster centers $\mu_k = \frac{1}{|C_{p,k}|} \sum_{c \in C_{p,k}} 1_c$. As $k \to \infty$ we have

$$\mu_k \xrightarrow{D} \mu_2,$$

where $\mu_2$ is a distribution with density $p_2(x) = \frac{p(x)^{\frac{d}{d+2}}}{\int p(x)^{\frac{d}{d+2}}dx}$. Here $\xrightarrow{D}$ denotes convergence in distribution.

There are several notable aspects to this result. First, the empirical measure of $k$-means centers converges to a probability distribution despite the deterministic process to learn the centers. Second, if dimension $d$ of the space is sufficiently high such that $\frac{d}{d+2} \approx 1$, the centers can be viewed as a density estimator of the original density. However, as $\frac{d}{d+2} < 1$ this estimator over-emphasizes the areas with low density. Interestingly, this tendency can be countered by a finite sample phenomenon as $k$-means tends to shrink “short” directions. We will discuss this in more details in Section 4.3.

Thus, RBF networks using $k$-means centers without weights should be converging to the same Fredholm equation in Eqn. (4) while using a slightly different integral operator $K_{p_2}$. Hence the induced data dependent kernel for the unweighted $k$-means network converges to $K'_W$ given by

$$K'_W(x,z) = \int K(x,u)K(z,u)p_2(u)du.$$

Due to the close relationship between $p$ and $p_2$, it performs similarly to the weighted $k$-means RBF network.

4.3 Denoising effect of $k$-means

A $k$-means RBF network gives us a compact model for the data, that makes large scale learning possible for RBF networks. On the other hand, it also introduces extra error due to the quantization. Regarding this trade-off between computational cost and the learning error, in this section we
would like to give some intuition for the empirical choice of $k$ based on our observations. It turns out that $k$-means clustering has local denoising properties related to manifold learning.

As we know, the Lloyd’s algorithm for $k$-means is essentially an expectation maximization (EM) algorithm for the equally weighted spherical Gaussian Mixture Model (GMM) with infinitesimal variance [9]. In other words, we can think of $k$-means as a GMM with small variances. In this sense, the distribution of the $k$-means centers could be considered a deconvolution of the data distribution with the Gaussian kernel, whose variance is on the order of the average distance between the neighboring cluster centers. That distance is on the order of $O(k^{-\frac{1}{d}})$, where $d$ is the dimension. Thus, the distribution of $k$-means centers will remove all directions whose variance is less than $O(k^{-\frac{1}{d}})$ and shrink all other directions locally by that amount. This can be viewed as a form of denoising/manifold learning.

We can use the example of a circular distribution with Gaussian noise in Figure 2 to illustrate this point. When $k$ is too small (the left panel), the original distribution is not well approximated well by the means. As $k$ becomes larger (the center panel) the set of the means ignores the “noisy” thin local direction thus learning the manifold, the circle. When $k$ is even larger (the right panel) the noise suppressing property becomes insignificant and the set of means can be viewed as a density approximation. Thus for a certain data distribution, with a properly chosen $k$, the $k$-means RBF network will perform as well as the full RBF netwok, but with less computation overhead. We explore this regularization effects of $k$-means by an experiment in Section 5.3.

5 Experiments

5.1 Kernel machines and RBF networks

There have been few recent comparisons between kernel machines and RBF networks. In this section, we compare these methods on a number of datasets demonstrating RBF networks perform comparably to kernel machines. We also explore the performance of RBF’s in semi-supervised problem. We choose several benchmark datasets for our experiments, including (1) handwritten digits recognition, including MNIST, and MNIST variants (2) street view house number (SVHN) recognition; (3) Adult, Cover Type and Cod-RNA data sets form the UCI repository.

**Supervised learning.** The original data set is split into three parts: a training set, a validation set (a randomly chosen subset of 10%) and a testing set. For ridge RBF, the training set is also used as the centers. The parameters, regularization coefficient $\lambda$ and kernel width $t$ were chosen based on the performance on the validation set. The final performance was be evaluated on the testing set, which is shown in Table 1.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>K-SVM (%)</th>
<th>K-RLSC (%)</th>
<th>RBFN-hinge (%)</th>
<th>RBFN-LS (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST</td>
<td>1.5</td>
<td>1.32</td>
<td>1.72</td>
<td>1.35</td>
</tr>
<tr>
<td>MNIST-rand</td>
<td>15.8</td>
<td>13.7</td>
<td>16.6</td>
<td>14.3</td>
</tr>
<tr>
<td>MNIST-img</td>
<td>23.4</td>
<td>20.9</td>
<td>23.4</td>
<td>20.8</td>
</tr>
<tr>
<td>SVHN 60k</td>
<td>20.5</td>
<td>18.7</td>
<td>24.2</td>
<td>18.8</td>
</tr>
<tr>
<td>Adult</td>
<td>14.5</td>
<td>15.6</td>
<td>15.8</td>
<td>15.6</td>
</tr>
<tr>
<td>Cover Type</td>
<td>28.4</td>
<td>27.8</td>
<td>28.0</td>
<td>27.6</td>
</tr>
<tr>
<td>Cod-RNA</td>
<td>4.60</td>
<td>3.55</td>
<td>3.94</td>
<td>3.73</td>
</tr>
</tbody>
</table>

Table 1: Classification Errors (%) for supervised learning with whole training data using K-SVM, K-RLSC, RBF network with hinge loss and least-square loss.

**Semi-supervised learning.** When both labeled and unlabeled are used as centers, RBF becomes a semi-supervised learning algorithm. To explore the performance of RBF network for this situation, we randomly choose 100 labeled points from the original training set and use the whole set as unlabeled. The final performance is evaluated on the held-out testing set, which is shown in Table 2.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>K-SVM (%)</th>
<th>K-RLSC (%)</th>
<th>RBFN-hinge (%)</th>
<th>RBFN-LS (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST</td>
<td>26.8</td>
<td>26.0</td>
<td>27.4</td>
<td>23.3</td>
</tr>
<tr>
<td>MNIST-rand</td>
<td>51.4</td>
<td>48.5</td>
<td>35.9</td>
<td>38.3</td>
</tr>
<tr>
<td>MNIST-img</td>
<td>59.2</td>
<td>52.7</td>
<td>63.1</td>
<td>51.0</td>
</tr>
<tr>
<td>SVHN 60k</td>
<td>75.5</td>
<td>73.1</td>
<td>79.5</td>
<td>72.4</td>
</tr>
<tr>
<td>Adult</td>
<td>18.8</td>
<td>19.1</td>
<td>19.5</td>
<td>18.4</td>
</tr>
<tr>
<td>Cover Type</td>
<td>58.3</td>
<td>58.7</td>
<td>57.3</td>
<td>57.9</td>
</tr>
<tr>
<td>Cod-RNA</td>
<td>6.62</td>
<td>6.30</td>
<td>7.83</td>
<td>7.12</td>
</tr>
</tbody>
</table>

Table 2: Classification Errors (%) for semi-supervised learning, with 100 labeled points, using K-SVM, K-RLSC, ridge RBF network with hinge loss and least-square loss.

Performance improvements from using unlabeled data are consistent, appearing in all but one data sets. Notably, unlike other semi-supervised methods (admittedly with potentially superior performance) no extra hyperparameters are needed.

Figure 2: Left: $k = 2$; Middle: $k = 10$; Right: $k = 100$. 
5.2 RBF network with \( k \)-means centers

Using RBF network for supervised or semi-supervised learning is appealing considering its performance. However its use on large data sets (similarly to that of kernel machines) is hindered by the computational complexity. \( k \)-means RBF network provides a more compact model than a full RBF network and can lead to far more efficient algorithms with competitive performance. Moreover \( k \)-means can serve as regularization allowing to optimize computation and minimize the error simultaneously.

We explore performance of the \( k \)-means RBF networks. It is interesting to note that for the original MNIST data, the centers tend to smooth out the quirky styles in some of the digits, and represent average digits in the data set. For MNIST-rand data, the background are samples from a uniform distribution in \([0, 1]^{784}\) around the clean digits, while the digits usually come from low-dimensional manifolds. \( k \)-means alleviates the noise for this classic manifold+noise distribution. Finally, the background for MNIST-img comes from the distribution of nature images, which also form a low-dimensional manifold themselves. Thus, \( k \)-means recovers not only the digits manifold, but the manifold for the natural images leading to decreased performance in our classification task.

Now let us apply the \( k \)-means RBF network to these three variations of MNIST and fix \( k = 1000 \) for \( k \)-means. For our experiments, the images are preprocessed so that all values are in the range of \([0, 1]\). The \( k \)-means are trained on the whole training+testing dataset. The kernel width \( t \) are chosen from \( \{300, 100, \ldots, 1\} \) and the regularization parameter \( \lambda \) are chosen from \( 1^8, \ldots, 10^{-8} \). Kernel Regularized Least-square classifier (K-RLSC) is used as the benchmark. To better evaluate the effect of \( k \)-means, we also consider the RBF network using \( k \) random sampled points as centers, denoted by RBF-\( k \)-rand. The classification errors are shown in Table 3. We observe that RBF network using \( k \)-means RBF performs consistently better than the RBF with \( k \) points chosen at random from the data. That is consistent with Theorem 2 showing that the learning error could be bounded in terms of the quantization error, that is minimized by \( k \)-means. While the performance of \( k \)-means RBF is generally worse than that of the full network, we note that the number of centers \( k = 1000 \) is far smaller than the data size.

### Table 3: Classification Errors (%) for K-RLSC, RBF network with 1000 randomly selected points as centers, \( k \)-means centers, unweighted and weighted, \( k = 1000 \).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>K-RLSC</th>
<th>RBF-( k )-rand</th>
<th>( k )-means RBFN</th>
<th>( k )-means RBFN(( w ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST</td>
<td>1.32</td>
<td>4.0</td>
<td>3.3</td>
<td>3.3</td>
</tr>
<tr>
<td>MNIST-rand</td>
<td>13.6</td>
<td>22.3</td>
<td>10.9</td>
<td>10.6</td>
</tr>
<tr>
<td>MNIST-img</td>
<td>21.2</td>
<td>26.4</td>
<td>25.3</td>
<td>25.5</td>
</tr>
<tr>
<td>SVHN-60k</td>
<td>18.7</td>
<td>26.2</td>
<td>26.2</td>
<td>26.1</td>
</tr>
<tr>
<td>Adult</td>
<td>15.4</td>
<td>15.0</td>
<td>15.7</td>
<td>15.6</td>
</tr>
<tr>
<td>Cover Type</td>
<td>27.2</td>
<td>37.9</td>
<td>35.7</td>
<td>35.7</td>
</tr>
<tr>
<td>Cod-RNA</td>
<td>3.55</td>
<td>3.87</td>
<td>3.99</td>
<td>4.05</td>
</tr>
</tbody>
</table>

5.3 Regularization effect of \( k \)-means

As we discussed in Section 4.3, the number of centers used in \( k \)-means also serves as a kind of regularization. To explore this effect, we fix small \( \lambda = 10^{-10} \) and choose different \( k \) from \( \{62, 125, 250, 500, 1000, 2000, 4000\} \). The classification error on MNIST-rand of K-RLSC (the constant line) and \( k \)-means kernel are plotted in Figure 5. The optimal performance is achieved at a certain number of centers \( k = 1000 \) and deteriorates if more centers are used.
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\section{Proofs to the Theorems}

\subsection{Proof to Proposition 1}

\textbf{Proof.} Given the kernel matrix $K$ of size $n \times n$ with $K_{ij} = K(x_i, x_j)$, the optimization problem in Eqn (2) could be reformulated as

$$w^* = \min_{w \in \mathbb{R}^n} \frac{1}{n} \left( \frac{1}{n} Kw - y \right)^T \left( \frac{1}{n} Kw - y \right) + \lambda \frac{w^T w}{n}.$$ 

It is an unconstrained quadratic optimization problem, whose solution is given by the following equation,

$$\left( \frac{1}{n^2} K^T K + \lambda I \right) w^* = \frac{1}{n} K^T y.$$ 

Thus, $w^* = \left( \frac{1}{n} K^T K + n\lambda I \right)^{-1} K^T y$. Define the kernel $\tilde{K}_W$ as in the proposition, the final classifier function will be

$$f^*_n(x) = \frac{1}{n} \sum_{i=1}^n K(x, x_i)w_i^* = \sum_{i=1}^n \tilde{K}_W(x, x_i)\alpha_i,$$

where $\alpha = \left( \frac{1}{n} K^T K + n\lambda I \right)^{-1} y$. (10)

And $\frac{1}{n} K^T K$ is the kernel matrix for $\tilde{K}_W$ because $\left( \frac{1}{n} K^T K \right)_{ij} = \tilde{K}_W(x_i, x_j)$. The solution classifier $f^*_n$ in Eqn (10) is then equivalent to the regularized least square kernel machine using kernel $\tilde{K}_W$. \hfill \square

\subsection{Proof to Theorem 1 and Theorem 2}

Before giving the proof, let us first introduce several important objects that will be used in the proof.

Suppose $K$ is a positive semi-definite kernel function, which is associated with a reproducing kernel Hilbert space (RKHS), denoted by $\mathcal{H}$. Given $n$ data points, $X = \{x_1, \ldots, x_n\}$, define a sample operator $S_X : \mathcal{H} \to l^2_n$

$$S_X f = [f(x_1), \ldots, f(x_n)].$$

(11)

This operator was introduced in [24], which provided a very simple framework to prove the consistency of kernel methods for function reconstruction.

Now suppose the inner product in $l^2_n$ is defined by $\langle y, z \rangle_n = \frac{1}{n} \sum_{i=1}^n y_i z_i$. Then the conjugate operator of $S_X$, $S^*_X : l^2_n \to \mathcal{H}$ is

$$S^*_X y(x) = \frac{1}{n} \sum_{i=1}^n K(x, x_i) y_i.$$ 

And we denote $S_Z$ for the sampling operator corresponding to the training data for $k$-means, $Z = \{z_1, \ldots, z_m\}$. In our theorem in the main text, we use the training data for training the $k$-means, thus $S_Z = S_X$.

Given $k$ points $C = \{c_1, \ldots, c_k\}$, and the corresponding Voronoi diagram $C_i$, we can have a discrete square summable space $l^2_k$. For $u$, $v \in l^2_k$, we have that $\langle u, v \rangle_k = \sum_{i=1}^k u_i v_i P(C_i)$, where $P(C_i) = \frac{m_i}{m}$ and $m_i = \# \{x_j \in C_i, 1 \leq j \leq m\}$. We can also define a sample operator on these $k$ points, denoted by $S_k : \mathcal{H} \to l^2_k$.

$$S_k f = [f(c_1), \ldots, f(c_k)].$$

Due to the different inner product we used for $l^2_k$, we will have its conjugate operator defined by

$$S^*_k v(x) = \sum_{i=1}^k P(C_i) K(x, c_i) v_i.$$ 

To simplify our notation, we denote that $A = K_{pp}$ and $A_X = S^*_X S_X$. Before giving the proof for Theorem 1, we need the following two lemmas.

\textbf{Lemma 1.} Suppose $\{x_1, \ldots, x_n\}$ are i.i.d. samples from a probability distribution $p$ and $A$ and $A_X$ are the operators defined above. For function $h$ with $\|h\|_\infty < \infty$, with probability at least $1 - 2e^{-\tau}$, we have

$$\|\langle A^2 - A_X^2 \rangle h \|_\mathcal{H} \leq \frac{\kappa^2}{n} \|h\|_p \left( \sqrt{2\tau} + 1 + \sqrt{8\tau} \right) + \frac{4\kappa^2}{3} \|h\|_\infty \tau.$$ 

\textbf{Lemma 2.} Suppose the kernel function $K$ satisfies the condition we given the Theorem 2. We have

$$\|S^*_Z S_Z - S^*_k S_k\|_{HS} \leq 8L_\infty Q_k(C).$$

Now we can give the proof for Proposition 2.

\textbf{Proof.} Firstly, let us given the bound for the approximation error. Note that we can have the closed form solution for Eqn (4), $f^* = K_p h^* = \left( K_p^2 + A_X \right)^{-1} K_p^2 g$. As $K$ is a positive semi-definite kernel, the operator $K_p$ has positive eigenvalues, $\lambda_1, \lambda_2, \ldots$, and its eigenvectors $\psi_i$ form a complete orthogonal basis for $l^2_p$. Since $\|K_p^{-r} g\|_p < \infty$, there exists a sequence $d_1, d_2, \ldots$ such that $\|K_p^{-r} g - \sum_{i=1}^\infty d_i \psi_i\| = \|\sum_{i=1}^\infty d_i \psi_i\| = 0$ and $\sum_{i=1}^\infty d_i^2 < \infty$. Thus $g$ could be represented as $g = \sum_{i=1}^\infty \lambda_i d_i \psi_i$ and $f^* = \sum_{i=1}^\infty \lambda_i^2 \psi_i$. And we have

$$g - f^* = \sum_{i=1}^\infty \frac{\lambda_i^2}{\lambda_i^2 + \lambda} \lambda_i d_i \psi_i.$$ 

Thus,

$$\|g - f^*\|^2_p = \sum_{i=1}^\infty \left( \frac{\lambda_i^2}{\lambda_i^2 + \lambda} \right)^2 d_i^2 \leq \lambda^r \|K_p^{-r} g\|^2_p.$$
Now let us give the proof for the estimation error $\|f_n^* - f^*\|_H$ in Theorem 1.

**Proof.** Use the operator we define before, we can rewrite the $f_n^*$ as follows,

$$f_n^* = S_X^*(S_X S_X^*)^{-1} S_X S_X^* S_X g$$

$$= (S_X^* S_X + \lambda I)^{-1} S_X^* S_X^* S_X g$$

To simplify our notation, we let $A = K_p$ and $A_X = S_X S_X^*$.

$$\|f_n^* - f^*\|_H$$

$$= \left\| (A_X^2 + \lambda I)^{-1} A_X^2 g - (A^2 + \lambda I)^{-1} A^2 g \right\|_H$$

$$\leq \left\| (A_X^2 + \lambda I)^{-1} A_X^2 g - (A^2 + \lambda I)^{-1} A^2 g \right\|_H$$

$$+ \left\| (A^2 + \lambda I)^{-1} A^2 g - (A^2 + \lambda I)^{-1} A^2 g \right\|_H$$

$$= \left\| (A^2 + \lambda I)^{-1} (A^2 - A_X^2) g \right\|_H$$

It is not hard to see that $\|(A^2 + \lambda I)^{-1}\| \leq \frac{1}{\lambda}$.

We can use Lemma 3 to bound $\|(A^2 - A_X^2) g\|_H$ and $\|(A^2 - A_X^2) f^*\|_H$.

For $g$, we have $\|g\|_p \leq \|g\|_\infty < M$. For $f^*$, as $f^* = K_p w^*$ optimizes Eqn. (4), letting $w = 0$, we have

$$\|f^* - g\|_p^2 + \lambda \|w^*\|_p^2 \leq \|g\|_p^2 \leq M^2.$$

So $\|f^*\|_p \leq 2M$ and $\|f^*\|_H \leq \frac{\kappa \sqrt{2} M}{\sqrt{\lambda}}$. It implies that $\|f^*\|_\infty \leq \frac{\kappa \sqrt{2} M}{\sqrt{\lambda}}$.

Thus,

$$\|f_n^* - f^*\|_H$$

$$\leq \frac{3 \kappa \frac{3}{2} M (\sqrt{2\tau} + 1 + \sqrt{\tau})}{\lambda \sqrt{n}} + \frac{4 \kappa \frac{3}{2} M \tau}{3 \lambda n} + \frac{4 \kappa M \tau}{3 \lambda n}.$$

Using the fact that $\|f\|_p \leq \kappa \|f\|_H$, we will get the theorem. \hfill \Box

Similarly, we can also prove the Theorem 2 about the estimation error for the RBF network with $k$-means centers.

**Proof.** Using the operator we defined before, we can rewrite $f_k^*$ as follows,

$$f_k^* = S_k^* w^* = S_k^* (S_k^* S_k^* S_k S_k^* + \lambda I)^{-1} S_k S_k^* S_k g$$

$$= (S_k^* S_k^* S_k + \lambda I)^{-1} S_k S_k^* S_k g$$

In addition to the notation used in previous proof, we also denote that $A_k = S_k^* S_k$. Similar with Eqn (19), we have

$$\|f_k^* - f^*\|_H$$

$$\leq \| (A^2 + \lambda I)^{-1} \| \| A^2 - A_k A_X \| \| f_k^* \|_H$$

$$+ \| (A^2 + \lambda I)^{-1} \| \| (A_k A_X - A^2) g \|_H.$$
an element in RKHS. By the property of reproducing kernel, 
\( K(x, z) = \langle \Phi(x), \Phi(z) \rangle \). That is, the kernel function 
\( K(x, z) \) is the inner product of \( \Phi(x) \) and \( \Phi(z) \). Now we can 
define the outer product operator \( \Phi(x) \otimes \Phi(x) : \mathcal{H} \to \mathcal{H} \),
where \( (\Phi(x) \otimes \Phi(x)) f = f(x)\Phi(x) \).

Using this notation, we can redefine the
\( S^*_Z S_Z \) and \( S^*_k S_k \),
\[
S^*_Z S_Z = \frac{1}{n} \sum_{i=1}^{m} \Phi(z_i) \otimes \Phi(z_i)
\]
\[
S^*_k S_k = \sum_{i=1}^{k} P(C_i) \Phi(c_i) \otimes \Phi(c_i).
\]

To bound \( \|S^*_Z S_Z - S^*_k S_k\|_\mathcal{H}^2 \), we have
\[
\|S^*_Z S_Z - S^*_k S_k\|_\mathcal{H}^2 = \frac{1}{m} \sum_{i=1}^{m} \sum_{j \in C_i} \left( \Phi(z_j) \otimes \Phi(z_j) - \Phi(c_i) \otimes \Phi(c_i) \right)^2
\]
We could use the counterpart of Jensen’s inequality for the
Hilbert-Schmidt norm of an operator, which gives us,
\[
\|S^*_Z S_Z - S^*_k S_k\|_\mathcal{H}^2 \leq \frac{1}{m} \sum_{i=1}^{k} \| \Phi(z_j) \otimes \Phi(z_j) - \Phi(c_i) \otimes \Phi(c_i) \|_\mathcal{H}^2.
\]
(14)

Suppose \( e_1, e_2, \ldots \) is an orthogonal basis of \( \mathcal{H} \). By the definition of Hilbert-Schmidt norm, for any \( x \) and \( z \), we have
\[
\| \Phi(x) \otimes \Phi(x) - \Phi(z) \otimes \Phi(z) \|_\mathcal{H}^2
\]
\[
= \sum_{i} \| \langle e_i(x), \Phi(x) \rangle - \langle e_i(z), \Phi(z) \rangle \|_\mathcal{H}^2
\]
\[
\leq 2 \sum_{i} \| e_i(x) \Phi(x) - e_i(z) \Phi(z) \|_\mathcal{H}^2 + 2 \sum_{i} \| e_i(z) \Phi(x) - e_i(z) \Phi(z) \|_\mathcal{H}^2
\]
(15)
\[
\leq 4 \| \Phi(x) \|_\mathcal{H}^2 \| \Phi(x) - \Phi(z) \|_\mathcal{H}^2 + 4 \| \Phi(z) \|_\mathcal{H}^2 \| \Phi(x) - \Phi(z) \|_\mathcal{H}^2
\]
\[
= 4 \kappa \| \Phi(x) - \Phi(z) \|_\mathcal{H}^2,
\]
where \( \kappa = \max_x \| \Phi(x) \|_\mathcal{H}^2 = \max_x K(x, x) \). And because of the property of RKHS, we have that
\[
\| \Phi(x) - \Phi(z) \|_\mathcal{H}^2 = K(x, x) + K(z, z) - 2K(x, z).
\]

As we assumed, \( K \) is a translation invariant kernel such that
\( K(x, z) = f(||x - z||^2) \) for a monotonic decreasing
function \( f \) that satisfies the Lipschitz condition, we have that
\[
|K(x, x) - K(x, z)| = |f(0) - f(||x - z||^2)| \leq L||x - z||^2.
\]
And we have the same inequality for \( K(z, z) - K(x, z) \).

Thus, we have
\[
\| \Phi(x) - \Phi(z) \|_\mathcal{H}^2 \leq 2L||x - z||^2.
\]
(16)

Combine the results in Eqn (14), (15) and (16), we have the Lemma.

A.4 Proof to Lemma 3

Lemma 3.
\[
\|(A^2 - A^2_X)h\|_\mathcal{H} \leq \frac{2\kappa^2 \|h\|_p}{\sqrt{n}} \left(\sqrt{2\tau} + 1 + \sqrt{8\tau}\right)
\]
\[
\quad + \frac{4\kappa^2 \|h\|_\infty}{3n}.\]

Proof. For \( \|(A^2 - A^2_X)h\|_\mathcal{H} \), we have
\[
\|(A^2 - A^2_X)h\|_\mathcal{H} \leq \|A - A_X\|_\mathcal{H} \|A_X\| \|(A - A_X)h\|_\mathcal{H}
\]

Firstly, we have \( \|A_X h\|_\mathcal{H} \leq \kappa \|h\|_p \).

By the Lemma 3 in [24] and concentration inequality in
RKHS in [19], we have
\[
\|A - A_X\|_\mathcal{H} \leq \frac{4 \kappa^2 \|h\|_\infty}{3n} \left(1 + \sqrt{8\tau}\right)
\]
and \( \|A - A_X\| \leq \frac{2\sqrt{2\tau}}{\sqrt{n}} \) with probability at least \( 1 - 2e^{-\tau} \).

Thus, for any \( g \in L^p_\infty \) with \( \|g\|_\infty < \infty \), with probability at least \( 1 - 2e^{-\tau} \), we have
\[
\|(A^2 - A^2_X)h\|_\mathcal{H} \leq \frac{2 \kappa^2 \|h\|_p}{\sqrt{n}} \left(\sqrt{2\tau} + 1 + \sqrt{8\tau}\right)
\]
\[
\quad + \frac{4\kappa^2 \|h\|_\infty}{3n}.\]

B Estimation error for more general RBF network

In many applications of machine learning, we have both
labeled and unlabeled points available for training. Suppose
we have \( m \) points \( \{x_i, 1 \leq i \leq m\} \), and the first \( n \) are
labeled \( \{(x_i, y_i), 1 \leq i \leq n\} \). We can also include the
unlabeled for the centers in RBF network. In this case, the classifier function has the form,
\[ f(x) = \frac{1}{m} \sum_{i=1}^{m} w_i K(x, x_i), \]
where \( \{x_i, 1 \leq i \leq m\} \) including both labeled and unlabeled points. The weights \( w_1, \ldots, w_m \) could be learned by minimizing the regularized empirical loss on the training data of size \( n \). More specifically,

\[
\begin{aligned}
\mathbf{w}^* = \arg \min_{\mathbf{w} \in \mathbb{R}^m} & \frac{1}{n} \sum_{i=1}^{n} L(f(x_i), y_i) + \frac{\lambda}{m} \sum_{i=1}^{m} w_i^2 \\
\text{where } f(x) &= \frac{1}{m} \sum_{j=1}^{m} w_j h(\|x - x_j\|).
\end{aligned}
\] (17)

Denote the output classifier as \( f_{m,n} \).

We will have the following theorem regarding the estimation error of this RBF network.

**Theorem 4.** Suppose the target function is uniformly bounded, \( g(x) < M \) for any \( x \) and assume that all the data points \( \{x_i, 1 \leq i \leq m\} \) are i.i.d. samples from a probability distribution \( p \). With probability at least \( 1 - 2e^{-\tau} \), we have

\[
\|f^* - f_{m,n}\|_p \leq \left( \frac{1}{\lambda^2} \kappa^3 + \frac{1}{\lambda} \kappa^2 \right) \frac{\sqrt{2\tau}M}{\sqrt{m}} + \left( \frac{1}{\lambda^2} \kappa^3 + \frac{1}{\lambda} \kappa^2 \right) \frac{\sqrt{2\tau}M}{\sqrt{n}}
\] (18)

where \( \kappa = \max_x K(x, x) \).

**Proof.** Use the operator we define before, we can rewrite the \( f_{m,n}^* \) as follows,

\[
\begin{aligned}
f_{m,n}^* &= S^*_Z (S_Z S_X^* S_X S_Z^* + \lambda I)^{-1} S_Z S_X^* S_X g \\
&= (S_Z^* S_Z S_X^* S_X + \lambda I)^{-1} S_Z S_X^* S_X g.
\end{aligned}
\]

To simplify our notation, we let \( A = K_p \) and \( A_X = S_X^* S_X \) and \( A_Z = S_Z^* S_Z \).

\[
\begin{aligned}
\|f_{m,n}^* - f^*\|_p &\leq \| (A_Z A_X + \lambda I)^{-1} A_Z A_X g - (A^2 + \lambda I)^{-1} A^2 g \|_H \\
&\leq \| (A_Z A_X + \lambda I)^{-1} A_Z A_X g - (A^2 + \lambda I)^{-1} A_Z A_X g \|_H \\
&\quad + \| (A^2 + \lambda I)^{-1} A Z A_X g - (A^2 + \lambda I)^{-1} A^2 g \|_H \\
&\leq \| (A^2 + \lambda I)^{-1} (A^2 - A Z A_X) f_{m,n}^* \|_H \\
&\quad + \| (A^2 + \lambda I)^{-1} (A Z A_X - A^2) g \|_H.
\end{aligned}
\]

Thus,

\[
\begin{aligned}
\|f_{m,n}^* - f^*\|_H &\leq \frac{1}{\lambda^2} \kappa^3 \sqrt{2\tau}M \left( \frac{1}{\sqrt{m}} + \frac{1}{\sqrt{n}} \right) \\
&\quad + \frac{1}{\lambda} \kappa^2 \sqrt{2\tau}M \left( \frac{1}{\sqrt{m}} + \frac{1}{\sqrt{n}} \right) \\
&\leq \left( \frac{1}{\lambda^2} \kappa^3 + \frac{1}{\lambda} \kappa^2 \right) \frac{\sqrt{2\tau}M}{\sqrt{m}} + \left( \frac{1}{\lambda^2} \kappa^3 + \frac{1}{\lambda} \kappa^2 \right) \frac{\sqrt{2\tau}M}{\sqrt{n}}.
\end{aligned}
\]

Using the fact that \( \| \cdot \|_p \leq \kappa \| \cdot \|_H \), we have the theorem. \( \square \)