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Abstract

Directed separation (d-separation) played a fundamental role in the founding of Bayesian networks (BNs) and continues to be useful today in a wide range of applications. Given an independence to be tested, current implementations of d-separation explore the active part of a BN. On the other hand, an overlooked property of d-separation implies that d-separation need only consider the relevant part of a BN. We propose a new method for testing independencies in BNs, called relevant path separation (rp-separation), which explores the intersection between the active and relevant parts of a BN. Favourable experimental results are reported.
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1. Introduction

Directed separation (d-separation) (Pearl, 1988) continues to be useful in a wide range of areas, including causal inference in statistics (Pearl, 2016), cause and correlation in biology (Shipley, 2016), extrapolation across populations (Pearl and Bareinboim, 2014), handling missing data (Mohan and Pearl, 2014), bioinformatics (Neapolitan, 2009), and deep learning (Goodfellow et al., 2016). The d-separation algorithm is a graphical method for determining which conditional independence relations are implied by the directed acyclic graph (DAG) of a Bayesian network (BN) (Pearl, 1988). With respect to a given independence to be tested, current implementations, including Bayes-Ball (Shachter, 1998) and Reachable (Koller and Friedman, 2009), find all nodes reachable along active paths, called the active part of a BN. This approach overlooks a crucial property of d-separation.

Lauritzen et al. (1990) proposed m-separation as another method for testing independencies in BNs. In the proof of correctness, it is established that all active paths of interest can only appear in what we call the relevant part of a BN. This property warrants attention in itself, since it has both theoretical and practical ramifications.

In this paper, we propose relevant path separation (rp-separation) as a new method for testing independencies in BNs. The salient feature of rp-separation is that it explores the intersection between the active and relevant parts of a BN. We introduce the notion of a relevant path and establish that irrelevant paths are either active paths that are doomed to become blocked or active paths that terminate before reaching a variable of interest. Rather than exploring all active paths, rp-separation displays impressive performance in practice by only exploring active paths that are relevant. In real-world or benchmark BNs, rp-separation is faster in 17 of 19 cases with an average time savings of 53%, culminating with being nearly twice as fast in the largest BN.
To test whether two sets $X$ and $Z$ of variables are conditionally independent in BN $B$ given a third set $Y$ of variables, denoted $I(X,Y,Z)$, it is shown that all irrelevant paths include at least one variable not in $XYZ \cup An(XYZ)$, where $An(XYZ)$ are the ancestors of $XYZ$ in $B$. Thus, the variables considered by rp-separation exactly coincide with those considered by m-separation. However, m-separation builds a secondary structure (an undirected graph), a process that involves adding and deleting undirected edges. We explicitly demonstrate several ways in which this computation is redundant and present a refinement of m-separation. Our experimental results show that the refinement leads to a time savings of 27% on average, but even the refined m-separation is slower than d-separation, let alone rp-separation.

This paper is organized as follows. Section 2 gives background information. We propose rp-separation in Section 3. Section 4 includes an empirical evaluation and analysis. We refine m-separation in Section 5. Section 6 discusses related work. Conclusions are drawn in Section 7.

2. Background

Let $U = \{v_1, v_2, \ldots, v_n\}$ be a finite set of variables. Let $B$ denote a directed acyclic graph (DAG) on $U$. A directed path from $v_1$ to $v_k$ is a sequence $v_1, v_2, \ldots, v_k$ with directed edges $(v_i, v_{i+1})$ in $B$, $i = 1, 2, \ldots, k - 1$. For each $v_i \in U$, the ancestors of $v_i$, denoted $An(v_i)$, are those variables having a directed path to $v_i$. For a set $X \subseteq U$, we define $An(X)$ in the obvious way. The children $Ch(v_i)$ and parents $Pa(v_i)$ of $v_i$ are those $v_j$ such that $(v_i, v_j) \in B$ and $(v_j, v_i) \in B$, respectively. An undirected path in a DAG is a path ignoring directions. A directed edge $(v_i, v_j) \in B$ may be written as $(v_j, v_i)$ in an undirected path. A variable $v_k$ is called a v-structure (Koller and Friedman, 2009) in a DAG $B$, if $B$ contains directed edges $(v_i, v_k)$ and $(v_j, v_k)$, but not a directed edge between variables $v_i$ and $v_j$. A singleton set $\{v\}$ may be written as $v$, $\{v_1, v_2, \ldots, v_n\}$ as $v_1v_2\cdots v_n$, and $X \cup Y$ as $XY$.

A Bayesian network (BN) (Pearl, 1988) is a DAG $B$ on $U$ together with conditional probability tables (CPTs) $P(v_1|Pa(v_1)), P(v_2|Pa(v_2)), \ldots, P(v_n|Pa(v_n))$. For example, Figure 1 (i) shows a BN, where CPTs $P(a), P(b), \ldots, P(j|i)$ are not provided. We call $B$ a BN, if no confusion arises. The product of the CPTs for $B$ on $U$ is a joint probability distribution $P(U)$ (Pearl, 1988). The conditional independence (Pearl, 1988) of $X$ and $Z$ given $Y$ holding in $P(U)$ is denoted $I_P(X,Y,Z)$, where $X, Y,$ and $Z$ are pairwise disjoint subset of $U$. It is known that if $I(X,Y,Z)$ holds in $B$, then $I_P(X,Y,Z)$ holds in $P(U)$.

$d$-Separation (Pearl, 1988) tests independencies in BNs and can be presented as follows (Darwiche, 2009). Let $X, Y,$ and $Z$ be pairwise disjoint sets of variables in a BN $B$. We say $X$ and $Z$ are $d$-separated by $Y$, denoted $I(X,Y,Z)$, if at least one variable on every undirected path from (any variable in) $X$ to (any variable in) $Z$ is closed. On a path, there are three kinds of variable $v$: (i) a sequential variable means $v$ is a parent of one of its neighbours and a child of the other; (ii) a divergent variable is when $v$ is a parent of both neighbours; and (iii) a convergent variable is when $v$ is a child of both neighbours. A variable $v$ is either open or closed. A sequential or divergent variable is closed, if $v \in Y$. A convergent variable is closed, if $(v \cup De(v)) \cap Y = \emptyset$. A path with a closed variable is blocked; otherwise, it is active.

**Example 1** Let us test $I(a,e,g)$ in the BN $B$ of Figure 1 (i) using $d$-separation. Here $X = \{a\}$, $Y = \{e\}$, and $Z = \{g\}$. The path $(a, d, (d,b), (b,e), (e,g))$ from $X$ to $Z$ is blocked by closed convergent variable $d$, since $d \cup De(d) = \{d, f, g, h\}$ and $\{d, f, g, h\} \cap Y = \emptyset$. On the contrary,
the path \((a, d), (d, g)\) from \(X\) to \(Z\) is active, since \(d\) is an open sequential variable. As there exists an active path from \(a\) to \(g\), \(I(a, e, g)\) does not hold in \(B\) by \(d\)-separation.

Geiger et al. (1989) were the first to provide a linear time complexity algorithm for implementing \(d\)-separation. Their method, however, always explores the entire DAG. Bayes-Ball (BB) (Shachter, 1998) only explores the active part of the DAG. As will be discussed in Section 6, BB works using a hypothetical ball bouncing in a DAG and can be used for purposes outside the scope of our paper. Instead, we use the REACHABLE algorithm (Koller and Friedman, 2009), since it also explores the active part of a DAG, but with \(d\)-separation terminology. To test \(I(X, Y, Z)\) in a BN \(B\), REACHABLE takes \(X, Y\), and \(B\) as input and returns the set of all variables reachable from \(X\) along active paths. For pedagogical purposes, Example 2 will mention active paths explicitly.

**Example 2** Let us test \(I(a, e, g)\) in the BN \(B\) of Figure 1 (i) using REACHABLE. Given \(X = \{a\}\), \(Y = \{e\}\), and \(B\), the set of variables reachable from \(X\) along active paths is denoted by \(R\) and initialized as \(R = \{a\}\). As variable \(c\) is reachable from variable \(a\) along active path \((a, c)\), the set of reachable variables is updated as \(R = \{a, c\}\). Similarly, variable \(f\) can be reached along the active path \((a, c), (c, f)\). Subsequently, variable \(h\) can be reached along active path \((a, c), (c, f), (f, h)\) meaning \(R\) is updated as:

\[
R = \{a, c, f, h\}. \tag{1}
\]

Variables \(i\) and \(j\) are reachable along active paths \((a, c), (c, i)\) and \((a, c), (c, i), (i, j)\), respectively. Hence, \(R\) is updated as:

\[
R = \{a, c, f, h, i, j\}. \tag{2}
\]

As depicted by the active part of \(B\) in Figure 1 (ii), it can be verified that the set of all variables reachable from \(X\) along active paths is \(R = \{a, c, f, h, i, j, d, g\}\). Since at least one variable in \(Z\) was reachable from \(X\) along an active path, the independence \(I(a, c, g)\) does not hold.

Example 2 and Figure 1 (ii) illustrate how REACHABLE finds all variables reachable along all active paths. Although linear, this approach can be wasteful.
3. Relevant Path Separation

Our purpose here is to give a faster method for testing independencies in BNs in practice. We begin by motivating our study.

*m-Separation* (Lauritzen et al., 1990) is another method for testing independencies in BNs. Let $X$, $Y$, and $Z$ be pairwise disjoint sets of variables in a BN $\mathcal{B}$. m-Separation tests $I(X, Y, Z)$ with four steps: (i) prune $\mathcal{B}$ onto $XYZ \cup An(XYZ)$; (ii) construct the moralization (Lauritzen and Spiegelhalter, 1988) of the sub-DAG constructed in step (i) by adding an undirected edge between each pair of parents of a common child and then dropping directionality; (iii) delete $Y$ and its incident edges from the undirected graph built in (ii); and (iv) if there exists a path from (any variable in) $X$ to (any variable in) $Z$ in (iii), then $I(X, Y, Z)$ does not hold; otherwise, $I(X, Y, Z)$ holds.

Theorem 1 shows m-separation is correct by establishing equivalence with d-separation.

**Theorem 1** (Lauritzen et al., 1990) Let $X$, $Y$, and $Z$ be disjoint subsets of a DAG $\mathcal{B}$. Then, $Y$ $d$-separates $X$ from $Z$ in $\mathcal{B}$ if and only if $Y$ separates $X$ from $Z$ in the moralization of the sub-DAG of $\mathcal{B}$ onto $XYZ \cup An(XYZ)$.

**Proof** ($\Leftrightarrow$) By contraposition, suppose $Y$ does not $d$-separate $X$ from $Z$. Then there exists an active path from $X$ to $Z$. Every sequential variable on this path must be not in $Y$; otherwise, it would block the path. Similarly, every divergent variable on this path must be not in $Y$. On the contrary, every convergent variable on this path must either be in $Y$ or have a descendent in $Y$; otherwise, the path is blocked. It follows that every variable on this active path is in $XYZ \cup An(XYZ)$. Hence, every variable in this path will appear in the moralized graph constructed onto $XYZ \cup An(XYZ)$. The moralization step will add an edge for each convergent variable on the active path, thus creating a path from $X$ to $Z$ not involving $Y$.

($\Rightarrow$) See (Lauritzen et al., 1990).

A key property of d-separation involving active paths is mentioned in the proof of Theorem 1.

**Theorem 2** Given $I(X, Y, Z)$ to be tested in a BN $\mathcal{B}$, all active paths between $X$ and $Z$ can only involve variables in $XYZ \cup An(XYZ)$.

**Proof** Follows immediately from the proof of Theorem 1.

Let $I(X, Y, Z)$ be an independence to be tested in a BN $\mathcal{B}$. A path from (any variable in) $X$ to (any variable in) $Z$ is called relevant, if it only involves variables in $XYZ \cup An(XYZ)$; otherwise, it is called irrelevant. The relevant part of $\mathcal{B}$ is its sub-DAG onto $XYZ \cup An(XYZ)$.

**Example 3** Consider testing $I(a, e, g)$ in the BN $\mathcal{B}$ of Figure 1 (i). Then, $XYZ \cup An(XYZ) = \{a, e, g\} \cup \{a, b, d, e\} = \{a, b, d, e, g\}$. There are only two relevant paths. The path $(a, d), (d, b), (b, e), (e, g)$ is relevant, since it only involves variables in $\{a, b, d, e, g\}$. Similarly, the path $(a, d), (d, g)$ is relevant. On the contrary, the path $(a, c), (c, f), (f, h), (h, g)$ is irrelevant, since it involves variables $c, f, h \notin \{a, b, d, e, g\}$. Moreover, the path $(a, c), (c, i), (i, j)$ is irrelevant as $c, i, j \notin \{a, b, d, e, g\}$. The relevant part of $\mathcal{B}$ is shown in Figure 1 (iii).
We now formally introduce a new method for testing independencies in BNs.

**Definition 3** Let $X$, $Y$, and $Z$ be pairwise disjoint sets of variables in a BN $\mathcal{B}$. The independence test $I(X, Y, Z)$ holds if all relevant paths from (any variable in) $X$ to (any variable in) $Z$ are blocked; otherwise, $I(X, Y, Z)$ does not hold.

We call the method relevant path separation (rp-separation) to emphasize that only the relevant part of a BN needs to be considered.

**Example 4** Let us test $I(a, e, g)$ in the BN $\mathcal{B}$ of Figure 1 (i) using rp-separation. Given $X = \{a\}$, $Y = \{e\}$, and $Z = \{g\}$, then

$$XYZ \cup An(XYZ) = \{a, b, d, e, g\}. \tag{3}$$

There are only two relevant paths from $X$ to $Z$ to consider. The relevant path $(a, d), (d, g)$ is active, while the relevant path $(a, d), (d, b), (b, e), (e, g)$ is blocked as $d$ is a closed convergent variable. Therefore, $I(a, e, g)$ does not hold in $\mathcal{B}$ by rp-separation.

We now show the correctness of rp-separation.

**Theorem 4** Independence $I(X, Y, Z)$ holds in a BN $\mathcal{B}$ by d-separation if and only if $I(X, Y, Z)$ holds in $\mathcal{B}$ by rp-separation.

**Proof** Any path involving a variable not in $XYZ \cup An(XYZ)$ is ignored by rp-separation. Thereby, rp-separation can be seen as applying d-separation on $\mathcal{B}'$, where $\mathcal{B}'$ is the sub-DAG of $\mathcal{B}$ onto variables $XYZ \cup An(XYZ)$. However, testing $I(X, Y, Z)$ in $\mathcal{B}$ is equivalent to testing $I(X, Y, Z)$ in $\mathcal{B}'$ (Lauritzen et al., 1990). Therefore, the claim holds.

Although rp-separation only considers the relevant part of a BN, an efficient implementation, called RP-REACHABLE and given as Algorithm 1, traverses only the active paths within the relevant part. It is based upon the REACHABLE algorithm in (Koller and Friedman, 2009), which instead traverses the active part of a BN. More specifically, given $I(X, Y, Z)$ in a BN $\mathcal{B}$, Algorithm 1 takes $X$, $Y$, $Z$, and $\mathcal{B}$ as input and first marks those variables in $XYZ \cup An(XYZ)$. The algorithm keeps track of whether a variable $v$ is visited from a child, denoted $(\uparrow, v)$, or visited from a parent, denoted $(\downarrow, v)$. In Algorithm 1, $L$ is the set of variables to be visited, $R$ is the set of reachable variables via active paths, and $V$ is the set of variables that have been visited. Active paths from $X$ are explored as long as they only involve variables in $XYZ \cup An(XYZ)$.

**Example 5** Let us test $I(a, e, g)$ in the BN $\mathcal{B}$ of Figure 1 (i) using RP-REACHABLE. The initialization sets $A = \{b, e\}$, $XYZ^{up} = \{a, b, d, e, g\}$, $L = \{(\uparrow, a)\}$, $V = \emptyset$, and $R = \emptyset$. The first iteration of the while loop in line 10 considers $(\uparrow, a)$. Next, $R = \{a\}$ and $V = \{(\uparrow, a)\}$. Line 21 considers children $c$ and $d$ of $a$. However, the check for relevant paths on line 22 results in $L = \{(\downarrow, d)\}$. That is, traversing from $a$ to $c$ is ignored because $(a, c)$ is an irrelevant path. Similarly, when considering $(\downarrow, d)$ on the second iteration, line 21 considers children $f$ and $g$ of $d$. However, line 22 only adds $(\downarrow, g)$ and not $(\downarrow, f)$. The remainder follows similarly, yielding $R = \{a, d, g\}$.

Example 5 shows that RP-REACHABLE only explores the intersection depicted in Figure 1 (iv).
Algorithm 1 Given an independence $I(X, Y, Z)$, RP-REACHABLE traverses all active paths from $X$ within the relevant part of a BN $B$.

```plaintext
1: procedure RP-REACHABLE($X$, $Y$, $Z$, $B$)  
2:     ▷ Initialization  
3:     $A \leftarrow Y \cup \text{An}(Y)$  
4:     $XYZ^{up} \leftarrow XYZ \cup \text{An}(XYZ)$  ▷ The relevant part of $B$  
5:     for $v \in X$ do  ▷ (Variable,direction) to be visited  
6:         $L \leftarrow L \cup \{(↑, v)\}$  
7:     $V \leftarrow \emptyset$  ▷ (Variable,direction) marked as visited  
8:     $R \leftarrow \emptyset$  ▷ Variables reachable via an active path  
9:     ▷ Starting from $X$ traverse relevant paths that are active  
10:    while $L \neq \emptyset$ do  ▷ While variables to be checked  
11:        Select $(d, v)$ in $L$  
12:        $L \leftarrow L - \{(d, v)\}$  
13:        if $(d, v) \notin V$ then  ▷ If $v$ has not been visited from direction $d$  
14:            if $v \notin Y$ then  ▷ $v$ is reachable  
15:                $R \leftarrow R \cup \{v\}$  
16:            $V \leftarrow V \cup \{(d, v)\}$  ▷ Mark $v$ as visited from direction $d$  
17:                if $d = \uparrow$ and $v \notin Y$ then  
18:                    for $v_i \in Pa(v)$ do  ▷ $v$ is open serial  
19:                        if $v_i \in XYZ^{up}$ then  ▷ Only explore relevant paths  
20:                            $L \leftarrow L \cup \{(↑, v_i)\}$  
21:                    for $v_i \in Ch(v)$ do  ▷ $v$ is open divergent  
22:                        if $v_i \in XYZ^{up}$ then  ▷ Only explore relevant paths  
23:                            $L \leftarrow L \cup \{(↓, v_i)\}$  
24:                else if $d = \downarrow$ then  
25:                    for $v_i \in Ch(v)$ do  ▷ $v$ is open serial  
26:                        if $v_i \in XYZ^{up}$ then  ▷ Only explore relevant paths  
27:                            $L \leftarrow L \cup \{(↓, v_i)\}$  
28:                    if $v \in A$ then  
29:                        for $v_i \in Pa(v)$ do  ▷ $v$ is open convergent  
30:                            if $v_i \in XYZ^{up}$ then  ▷ Only explore relevant paths  
31:                                $L \leftarrow L \cup \{(↑, v_i)\}$  
32:                else  
33:                    return $R$  ▷ All variables reachable from $X$ via active paths within the relevant part of $B$  
34:    end procedure
```

Theorem 5 Algorithm 1 is linear in the number of directed edges in a BN $B$.

Proof Consider $I(X, Y, Z)$ to be tested in a BN $B$. Algorithm 1 extends REACHABLE by computing $XYZ \cup \text{An}(XYZ)$ in line 4. Algorithm 1 also differs from REACHABLE in lines 19, 22, 27, and 31 by checking whether a variable is in $XYZ \cup \text{An}(XYZ)$. As REACHABLE computes ancestral sets and tests set membership (Koller and Friedman, 2009), the claim follows. □
4. Experimental Results and Analysis

We report on an empirical comparison of \textsc{Reachable} and \textsc{RP-Reachable}. Both methods were implemented in Python using the \textit{NetworkX} library (see \texttt{networkx.github.io}). The experiments were conducted on a 2.3 GHz Inter Core i7 with 8 GB RAM. The evaluation was carried out on 19 real-world or benchmark BNs listed in the first column of Table 1. The second column of Table 1 reports the number of variables in each BN. For each BN, 1000 independencies \( I(X, Y, Z) \) were randomly generated. Following \textsc{Reachable} in (Koller and Friedman, 2009), where \( X \) is a singleton set, in our experiments \( X, Y, \) and \( Z \) are kept to being singleton sets. Then \( I(X, Y, Z) \) is tested by \textsc{Reachable} and \textsc{RP-Reachable}. The average time in seconds required by \textsc{Reachable} and \textsc{RP-Reachable} are reported in the third and fourth columns, respectively. Time savings by \textsc{RP-Reachable} over \textsc{Reachable} is shown in the fifth column. Table 1 shows that \textsc{RP-Reachable} was faster than \textsc{Reachable} on average by 53%.

Table 1: Comparison of \textsc{Reachable} and \textsc{RP-Reachable} with 1000 randomly generated independencies \( I(X, Y, Z) \) in each BN. Average times are reported in seconds and winners in bold.

<table>
<thead>
<tr>
<th>BN</th>
<th>Vars</th>
<th>\textsc{Reachable}</th>
<th>\textsc{RP-Reachable}</th>
<th>savings over \textsc{Reachable}</th>
</tr>
</thead>
<tbody>
<tr>
<td>child</td>
<td>20</td>
<td>1.27E-04</td>
<td>1.14E-04</td>
<td>10%</td>
</tr>
<tr>
<td>insurance</td>
<td>27</td>
<td>1.93E-04</td>
<td>1.77E-04</td>
<td>8%</td>
</tr>
<tr>
<td>water</td>
<td>32</td>
<td>1.54E-04</td>
<td>1.38E-04</td>
<td>10%</td>
</tr>
<tr>
<td>mildew</td>
<td>35</td>
<td>1.62E-04</td>
<td>1.70E-04</td>
<td>-5%</td>
</tr>
<tr>
<td>alarm</td>
<td>37</td>
<td>1.39E-04</td>
<td>1.42E-04</td>
<td>-2%</td>
</tr>
<tr>
<td>barley</td>
<td>48</td>
<td>2.51E-04</td>
<td>2.40E-04</td>
<td>4%</td>
</tr>
<tr>
<td>hailfinder</td>
<td>56</td>
<td>1.70E-04</td>
<td>1.52E-04</td>
<td>11%</td>
</tr>
<tr>
<td>hepar2</td>
<td>70</td>
<td>3.14E-04</td>
<td>1.95E-04</td>
<td>38%</td>
</tr>
<tr>
<td>win95pts</td>
<td>76</td>
<td>1.21E-04</td>
<td>9.90E-05</td>
<td>18%</td>
</tr>
<tr>
<td>pathfinder</td>
<td>109</td>
<td>4.84E-04</td>
<td>1.19E-04</td>
<td>75%</td>
</tr>
<tr>
<td>munin1</td>
<td>186</td>
<td>5.70E-04</td>
<td>2.60E-04</td>
<td>54%</td>
</tr>
<tr>
<td>andes</td>
<td>223</td>
<td>8.21E-04</td>
<td>6.81E-04</td>
<td>17%</td>
</tr>
<tr>
<td>diabetes</td>
<td>413</td>
<td>2.38E-03</td>
<td>2.23E-03</td>
<td>6%</td>
</tr>
<tr>
<td>pigs</td>
<td>441</td>
<td>3.67E-04</td>
<td>1.11E-04</td>
<td>70%</td>
</tr>
<tr>
<td>link</td>
<td>724</td>
<td>1.20E-03</td>
<td>3.70E-04</td>
<td>69%</td>
</tr>
<tr>
<td>munin2</td>
<td>1003</td>
<td>7.66E-04</td>
<td>1.95E-04</td>
<td>75%</td>
</tr>
<tr>
<td>munin4</td>
<td>1038</td>
<td>1.57E-03</td>
<td>2.47E-04</td>
<td>84%</td>
</tr>
<tr>
<td>munin</td>
<td>1041</td>
<td>1.53E-03</td>
<td>2.44E-04</td>
<td>84%</td>
</tr>
<tr>
<td>munin3</td>
<td>1041</td>
<td>1.77E-03</td>
<td>2.45E-04</td>
<td>86%</td>
</tr>
<tr>
<td>Average Time</td>
<td></td>
<td>6.89E-04</td>
<td>3.23E-04</td>
<td>53%</td>
</tr>
</tbody>
</table>

Lemma 6 and Theorem 7 analyze why \textsc{RP-Reachable} tends to be faster in Table 1.

\textbf{Lemma 6} Given an independence \( I(X, Y, Z) \) in a BN \( B \), the set of variables reachable from \( X \) along active paths in \textsc{RP-Reachable} is a subset of those determined in \textsc{Reachable}. 
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In Example 5, RP-REACHABLE determined $R = \{a, d, g\}$, as depicted in Figure 1 (iv), whereas, in Example 2, REACHABLE determined $R = \{a, c, f, h, i, j, d, g\}$, as shown in Figure 1 (ii).

**Theorem 7** Consider testing $I(X, Y, Z)$ in a BN $B$. If REACHABLE traverses an irrelevant path, then either the path will remain active and never reach a variable in $X \cup \overline{An}(X \cup Y \cup Z)$ or it will necessarily become blocked by a closed convergent variable not in $X \cup \overline{An}(X \cup Y \cup Z)$.

The proofs of Lemma 6 and Theorem 7 will be provided in an extended paper.

**Example 6** Recall Example 2 where $I(a, e, g)$ is tested using REACHABLE. The active path $(a, c)$, $(c, f)$, $(f, h)$ is explored, giving (1). However, spending time exploring this irrelevant path is wasteful, since $(a, c)$, $(c, f)$, $(f, h)$, $(h, g)$ is blocked by $h$, a closed convergent variable outside of $\{a, b, d, e, g\}$, as guaranteed by Theorem 7. Furthermore, REACHABLE explores the active path $(a, c)$, $(c, i)$, $(i, j)$ as indicated by (2). Again, time is wasted exploring this irrelevant path, since Theorem 7 ensures that such an active path must terminate before reaching $g$.

The important point when testing $I(X, Y, Z)$ is that no active path from $X$ to $Z$ can involve a variable outside of $X \cup \overline{An}(X \cup Y \cup Z)$. For instance, in Example 6, no active path from $a$ to $g$ involves variables $c$, $f$, $h$, $i$, or $j$. Therefore, variables that are reachable via active paths, but that are not in $X \cup \overline{An}(X \cup Y \cup Z)$, can be safely ignored.

Besides a practical advantage, Theorems 2 and 7 provide a clearer description of d-separation. When explaining the test of independence $I(X, Y, Z)$, the textbooks (Koller and Friedman, 2009; Darwiche, 2009; Pearl, 2016; Shipley, 2016; Kjærulff and Madsen, 2013; Jensen and Nielsen, 2007) all discuss traversing at least one irrelevant path from $X$ to $Z$ without mentioning that this path will necessarily become blocked. This is undesirable, since the d-separation test of $I(X, Y, Z)$ is to decide whether or not there exists an active path from $X$ to $Z$. Testing irrelevant paths from $X$ to $Z$ does not aid in answering this question. For improved clarity, only relevant paths should be tested. For instance, in Example 4, the relevant path $(a, d)$, $(d, g)$ is active, while the relevant path $(a, d)$, $(d, b)$, $(b, c)$, $(e, g)$ is blocked.

### 4.1 Variations of rp-Separation

There are two main ways in which rp-separation can be implemented in practice. One approach is to mark and ignore those variables in the BN $B$ not contained in $X \cup \overline{An}(X \cup Y \cup Z)$. A second approach is to prune $B$ onto $X \cup \overline{An}(X \cup Y \cup Z)$, yielding a sub-BN $B'$.

The third and fourth columns of Table 2 show the running times of both approaches to implementing rp-separation following the same setup as described for Table 1. The third column of Table 2 is for the implementation of rp-separation by marking and ignoring variables not in $X \cup \overline{An}(X \cup Y \cup Z)$. The fourth column is for the implementation of rp-separation on a sub-BN $B'$ built by pruning the BN $B$ onto $X \cup \overline{An}(X \cup Y \cup Z)$. Without exception, the marking approach was faster than the pruning approach, as highlighted by winning times in bold. The average time savings of marking over pruning is 20%.

### 5. Refining m-Separation

Here, we analyze and refine m-separation. We begin with an example of m-separation.
Table 2: In each BN, 1000 independencies are randomly generated. The third and forth columns indicate whether rp-separation is faster in practice using marking or pruning. The fifth and sixth columns compare m-separation and refined m-separation. Average times are reported in seconds and winners in bold.

<table>
<thead>
<tr>
<th>BN</th>
<th>Vars</th>
<th>rp-separation by marking</th>
<th>rp-separation by pruning</th>
<th>m-separation</th>
<th>refined m-separation</th>
</tr>
</thead>
<tbody>
<tr>
<td>child</td>
<td>20</td>
<td>1.14E-04</td>
<td>1.37E-04</td>
<td>2.33E-04</td>
<td>2.11E-04</td>
</tr>
<tr>
<td>insurance</td>
<td>27</td>
<td>1.77E-04</td>
<td>2.12E-04</td>
<td>4.65E-04</td>
<td>3.61E-04</td>
</tr>
<tr>
<td>water</td>
<td>32</td>
<td>1.38E-04</td>
<td>1.77E-04</td>
<td>5.29E-04</td>
<td>3.56E-04</td>
</tr>
<tr>
<td>mildew</td>
<td>35</td>
<td>1.70E-04</td>
<td>2.16E-04</td>
<td>5.57E-04</td>
<td>3.98E-04</td>
</tr>
<tr>
<td>alarm</td>
<td>37</td>
<td>1.42E-04</td>
<td>1.82E-04</td>
<td>4.25E-04</td>
<td>3.33E-04</td>
</tr>
<tr>
<td>barley</td>
<td>48</td>
<td>2.40E-04</td>
<td>2.94E-04</td>
<td>7.17E-04</td>
<td>5.25E-04</td>
</tr>
<tr>
<td>hailfinder</td>
<td>56</td>
<td>1.52E-04</td>
<td>1.98E-04</td>
<td>4.94E-04</td>
<td>3.76E-04</td>
</tr>
<tr>
<td>hepar2</td>
<td>70</td>
<td>1.95E-04</td>
<td>2.40E-04</td>
<td>5.53E-04</td>
<td>4.19E-04</td>
</tr>
<tr>
<td>win95pts</td>
<td>76</td>
<td>9.90E-05</td>
<td>1.35E-04</td>
<td>4.07E-04</td>
<td>2.90E-04</td>
</tr>
<tr>
<td>pathfinder</td>
<td>109</td>
<td>1.19E-04</td>
<td>1.43E-04</td>
<td>4.07E-04</td>
<td>2.90E-04</td>
</tr>
<tr>
<td>munin1</td>
<td>186</td>
<td>2.60E-04</td>
<td>3.29E-04</td>
<td>7.92E-04</td>
<td>6.00E-04</td>
</tr>
<tr>
<td>andes</td>
<td>223</td>
<td>6.81E-04</td>
<td>8.54E-04</td>
<td>2.49E-03</td>
<td>1.59E-03</td>
</tr>
<tr>
<td>diabetes</td>
<td>413</td>
<td>2.23E-03</td>
<td>2.71E-03</td>
<td>5.93E-03</td>
<td>4.33E-03</td>
</tr>
<tr>
<td>pigs</td>
<td>441</td>
<td>1.11E-04</td>
<td>1.51E-04</td>
<td>3.75E-04</td>
<td>3.06E-04</td>
</tr>
<tr>
<td>link</td>
<td>724</td>
<td>3.70E-04</td>
<td>4.92E-04</td>
<td>1.46E-03</td>
<td>9.73E-04</td>
</tr>
<tr>
<td>munin2</td>
<td>1003</td>
<td>1.95E-04</td>
<td>2.68E-04</td>
<td>7.19E-04</td>
<td>5.57E-04</td>
</tr>
<tr>
<td>munin4</td>
<td>1038</td>
<td>2.47E-04</td>
<td>3.26E-04</td>
<td>8.35E-04</td>
<td>6.29E-04</td>
</tr>
<tr>
<td>munin</td>
<td>1041</td>
<td>2.44E-04</td>
<td>3.22E-04</td>
<td>8.19E-04</td>
<td>6.19E-04</td>
</tr>
<tr>
<td>munin3</td>
<td>1041</td>
<td>2.45E-04</td>
<td>3.22E-04</td>
<td>7.84E-04</td>
<td>6.04E-04</td>
</tr>
<tr>
<td>Average Time</td>
<td></td>
<td>3.23E-04</td>
<td>4.06E-04</td>
<td>9.93E-04</td>
<td>7.22E-04</td>
</tr>
</tbody>
</table>

Example 7 Consider testing \(I(a, e, g)\) using m-separation in the BN \(B\) of Figure 1 (i). In step (i), the sub-DAG constructed onto \(\{a, e, g\} \cup An(\{a, e, g\}) = \{a, b, d, e, g\}\) is depicted in Figure 2 (i). In step (ii), the moralization of the sub-DAG is depicted in Figure 2 (ii), where undirected edges \((a, b)\) and \((d, e)\) were added and then directionality was dropped. Edge \((a, b)\) was added as \(a\) and \(b\) share common child \(d\). Similarly, \(d\) and \(e\) share common child \(g\). In step (iii), variable \(e\) and its incident edges \((b, e), (d, e),\) and \((e, g)\) are deleted, yielding the undirected graph in Figure 2 (iii). Since there exists a path from \(a\) to \(g\) in Figure 2 (iii), \(I(a, e, g)\) does not hold in \(B\) by m-separation.

The complexity of m-separation is \(O(|E|^2)\), where \(E\) is the number of directed edges in the BN (Geiger et al., 1989). Although m-separation only considers relevant paths, it is lacking for two other reasons. First, it builds a sub-DAG in step (i) by pruning the given BN. The results in the third and fourth columns of Table 2 suggest that a pruning step is slower than a marking step. Second, steps (ii) and (iii) can be excessive.

Example 8 Adding edge \((a, b)\) is wasteful in Figure 2 (ii), since there already exists a path \((a, d), (d, b)\) between \(a\) and \(b\) in the undirected graph in Figure 2 (iii).

Example 8 shows that m-separation can add edges that do not change connectivity.
Example 9 Adding edge \((d, e)\) is wasteful in Figure 2 (ii), since \((d, e)\) is deleted in Figure 2 (iii).

Example 9 demonstrates that \(m\)-separation can add an edge in step (ii) only to delete it in step (iii). We now put forth a refinement of \(m\)-separation.

Let \(X\), \(Y\), and \(Z\) be pairwise disjoint sets of variables in a BN \(B\). Then, refined \(m\)-separation tests \(I(X, Y, Z)\) with four steps: (i) mark and ignore variables of \(B\) not in \(XYZ \cup An(XYZ)\); (ii) add undirected edge \((v_i, v_j)\) between parents \(v_i\) and \(v_j\) of a common child \(v_k\), only if \(v_k \in Y\) and \(v_i, v_j \notin Y\); (iii) delete \(Y\) and its incident edges from the undirected graph built in (ii); and (iv) if there exists a path from (any variable in) \(X\) to (any variable in) \(Z\) in (iii), then \(I(X, Y, Z)\) does not hold; otherwise, \(I(X, Y, Z)\) holds.

Example 10 Consider testing \(I(a, e, g)\) in the BN \(B\) of Figure 1 (i) using refined \(m\)-separation. In step (i), the variables under consideration are \(\{a, e, g\} \cup \{a, b, d, e\} = \{a, b, d, e, g\}\) as illustrated in Figure 2 (i). In step (ii), variables \(a\) and \(b\) have variable \(d\) as common child, but \(d \notin Y\). Similarly, variables \(d\) and \(e\) have common child \(g \notin Y\). Thus, no undirected edges are added in step (ii), as depicted in Figure 2 (iv), where directionality has been dropped. Variable \(e\) and its incident edges \((b, e)\) and \((e, g)\) are deleted in step (iii), yielding Figure 2 (v). Since there exists a path from \(a\) to \(g\) in Figure 2 (v), \(I(a, e, g)\) does not hold in \(B\) by refined \(m\)-separation.

Example 10 underscores the advantage of the refined \(m\)-separation algorithm. It only adds required edges and it never adds an edge in step (ii) that will be subsequently deleted in step (iii).

The fifth and sixth columns of Table 2 provide the results of an empirical comparison between \(m\)-separation and refined \(m\)-separation. The experiments were conducted in the same manner as those in Table 1. The refined \(m\)-separation algorithm was faster than \(m\)-separation in all cases. The time savings were 27\% on average. Furthermore, as the same randomly generated independencies were used in Tables 1 and 2, it can be seen that refined \(m\)-separation is slower than using \(REACHABLE\), let alone \(RP-REACHABLE\).

It is worth mentioning here that moralization is ideally suited when applied for building a join tree (Lauritzen and Spiegelhalter, 1988) for a given DAG. For this purpose, moralization ensures that a clique containing all variables in each CPT of the BN is formed in the undirected graph. On the contrary, moralization can be overkill when applied for testing independencies in BNs.
6. Related Work

Although the motivation and focus of this paper is on m-separation and d-separation, other methods for testing independencies also consider irrelevant active paths.

Bayes-Ball (BB) (Shachter, 1998) is a simple algorithm that can be applied for testing independencies and for determining requisite information in decision problems. Whereas (Geiger et al., 1989) runs in time linear in the size of the DAG, BB runs in time linear in the size of the active part of the DAG. Although the efficiency gain is modest (sub-linear versus linear), the computation of requisite information is performed at the same time as irrelevance is determined. However, when applied for testing independencies, we will show that BB can explore irrelevant active paths.

Due to space limitations, we overview BB and refer the reader to (Shachter, 1998) for details. To test $I(X, Y, Z)$ in a BN $B$, BB takes $X$ and $Y$ as input. It sends a bouncing ball to visit variables in $B$ starting from $X$. Depending on the type of variable with respect to $Y$ and the direction from which the ball came (from parents or from children), the ball can pass through, bounce back, or be blocked. The ball behaviour corresponds to reachability along active paths.

Example 11 Let us test $I(a, e, g)$ in the BN $B$ of Figure 1 (i) using BB. Starting at $X = \{a\}$, the ball can pass through $c$, pass through $i$, and bounce back at $j$. Moreover, the ball can pass through $f$, and then is blocked at $h$. The remainder of the example is immaterial to our discussion.

Example 11 highlights the fact that BB explores irrelevant active paths. Although the path $(a, c), (c, i), (i, j)$ is active, it is irrelevant as active paths from $a$ to $g$ can only involve variables in $\{a, e, g\} \cup An(\{a, e, g\})$. In addition, BB explores the irrelevant active path $(a, c), (c, f), (f, h), (h, g)$, which is guaranteed by Theorem 7 to become blocked, by closed convergent variable $h$ in this case.

The function $DSEP$ in the $ggm$ library (Marchetti, 2006), written in the R programming language, is based upon an alternative method of testing independencies given in (Wermuth and Cox, 2004). Although the test does not use $REACHABLE$ per se, it can be seen as exploring irrelevant paths.

An empirical evaluation of RP-$REACHABLE$ with BB and $DSEP$ remains as future work.

7. Conclusion

When testing independence $I(X, Y, Z)$ in a BN $B$, the definition of d-separation considers the entire BN, namely, checking whether every path from $X$ to $Z$ is active or blocked. The method in (Geiger et al., 1989) always checks every directed edge in $B$, but still decides all active paths in linear time. The Bayes-Ball (Shachter, 1998) and $REACHABLE$ (Koller and Friedman, 2009) algorithms do not necessarily explore the entire BN, i.e., they find all variables reachable from $X$ along active paths. Here, we emphasize that $I(X, Y, Z)$ can be tested by considering only the relevant part of $B$. The relevant part of $B$ is its sub-DAG onto $XYZ \cup An(XYZ)$. Finally, we suggest RP-$REACHABLE$ that only traverses the active paths within the relevant part. Figure 1 reflects these ideas using the test of independence $I(a, e, g)$. The experimental results in Table 1 show that RP-$REACHABLE$ is 53% faster on average than $REACHABLE$ in real-world or benchmark BNs. The work presented in this paper was inspired by Darwinian networks (Butz et al., 2016).
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