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#### Abstract

We provide proofs that were skipped in the main paper. We also provide some additional experimental results and related work concerning multi-armed bandits that was skipped in the main paper.


## 1 Preliminaries

We shall repeat a proposition that was stated in the main paper for the sake of completeness.
Proposition 1.1. Let $L$ be any $S P S D$ matrix of size $K$. Given a subset $\mathcal{C} \subset\{1,2, \ldots, K\}$, the columns of the matrix $\boldsymbol{L}$ indexed by the set $\mathcal{C}$ are independent iff the principal submatrix $\boldsymbol{L}_{\mathcal{C}, \mathcal{C}}$ is non-degenerate, equivalently iff, $\lambda_{\min }\left(\boldsymbol{L}_{\mathcal{C}, \mathcal{C}}\right)>0$.

We would also need the classical matrix Bernstein inequality, which we borrow from the work of Joel Tropp [Tropp, 2015].

Theorem 1.2. Let $\boldsymbol{S}_{1}, \ldots, \boldsymbol{S}_{n}$ be independent, centered random matrices with dimension $d_{1} \times d_{2}$ and assume that each one is uniformly bounded

$$
\mathbb{E} \boldsymbol{S}_{k}=0,\left\|\boldsymbol{S}_{k}\right\| \leq L \text { for each } k=1, \ldots, n
$$

Introduce the sum $\boldsymbol{Z}=\sum_{k=1}^{n} \boldsymbol{S}_{k}$, and let $\nu(\boldsymbol{Z})$ denote the matrix variance statistic of the sum:

$$
\begin{align*}
\nu(\boldsymbol{Z}) & =\max \left\{\left\|\mathbb{E} \boldsymbol{Z} \boldsymbol{Z}^{\top}\right\|,\left\|\mathbb{E} \boldsymbol{Z}^{\top} \boldsymbol{Z}\right\|\right\}  \tag{1}\\
& =\max \left\{\left\|\sum_{k=1}^{n} \mathbb{E} \boldsymbol{S}_{k} \boldsymbol{S}_{k}^{\top}\right\|,\left\|\sum_{k=1}^{n} \mathbb{E} \boldsymbol{S}_{k}^{\top} \boldsymbol{S}_{k}\right\|\right\} \tag{2}
\end{align*}
$$

Then,

$$
\mathbb{P}(\|\boldsymbol{Z}\| \geq t) \leq\left(d_{1}+d_{2}\right) \exp \left(-\frac{t^{2} / 2}{\nu(\boldsymbol{Z})+\frac{L t}{3}}\right)
$$

## 2 Sample complexity of MCANS algorithm: Proof of Theorem 3.2 in the main paper

Theorem 2.1. If $\boldsymbol{L} \in \mathbb{R}^{K \times K}$ is an SPSD matrix of rank $r$, then the matrix $\hat{\boldsymbol{L}}$ output by the MCANS algorithm satisfies $\hat{\boldsymbol{L}}=\boldsymbol{L}$. Moreover, the number of oracle calls made by MCANS is at most $K(r+1)$. The sampling algorithm requires: $K+(K-1)+(K-2)+\ldots+(K-(r-1))+(K-r) \leq(r+1) K$ samples from the matrix $\boldsymbol{L}$.

Proof. MCANS checks one column at a time starting from the second column, and uses the test in line 5 to determine if the current column is independent of the previous columns. The validity of this test is guaranteed by proposition (1.1). Each such test needs just one additional sample corresponding to the index $(c, c)$. If a column $c$ is found to be independent of the columns $1,2, \ldots, c-1$ then rest of the entries in column $c$ are queried. Notice, that by now we have already queried all the columns and rows of matrix $\boldsymbol{L}$ indexed by the set $\mathcal{C}$, and also queried the element $(c, c)$ in line 4 . Hence we need to query only $K-|\mathcal{C}|-1$ more entries in column $c$ in order to have all the entries of column $c$. Combined with the fact that we query only $r$ columns completely and in the worst case all the diagonal entries might be queried, we get the total query complexity to be $(K-1)+(K-2)+\ldots(K-r)+K \leq K(r+1)$.

## 3 Proof of Lemma 4.1 in the main paper

We begin by stating the lemma.
Lemma. Let $\hat{\boldsymbol{P}}$ be a $p \times p$ random matrix that is constructed as follows. For each index $(i, j)$ independent of other indices, set $\hat{\boldsymbol{P}}_{i, j}=\frac{H_{i, j}}{n_{i, j}}$, where $H_{i, j}$ is a random variable drawn from the distribution $\operatorname{Binomial}\left(n_{i, j}, p_{i, j}\right)$. Let $Z=\hat{\boldsymbol{P}}-\boldsymbol{P}$. Then,

$$
\begin{equation*}
\|Z\|_{2} \leq \frac{2 \log (2 p / \delta)}{3 \min _{i, j} n_{i, j}}+\sqrt{\frac{\log (2 p / \delta)}{2} \sum_{i, j} \frac{1}{n_{i, j}}} \tag{3}
\end{equation*}
$$

Furthermore, if we denote by $\Delta$ the R.H.S. in Equation (3), then $\left|\sigma_{\min }(\hat{\boldsymbol{P}})-\sigma_{\min }(\boldsymbol{P})\right| \leq \Delta$.
Proof. Define, $\boldsymbol{S}_{i, j}^{t}=\frac{1}{n_{i, j}}\left(X_{i, j}^{t}-p_{i, j}\right) \boldsymbol{E}_{i, j}$, where $\boldsymbol{E}_{i, j}$ is a $p \times p$ matrix with a 1 in the $(i, j)^{\text {th }}$ entry and 0 everywhere else, and $X_{i, j}^{t}$ is a random variable sampled from the distribution $\operatorname{Bern}\left(p_{i, j}\right)$. If $X_{i, j}^{t}$ are independent for all $t, i, j$, then it is easy to see that $Z=\sum_{i, j} \frac{1}{n_{i, j}} \sum_{t=1}^{n_{i, j}} \boldsymbol{S}_{i, j}^{t}$. Hence $\boldsymbol{S}$ is a sum of independent random matrices and this allows to apply matrix Bernstein type inequalities. In order to apply the matrix Bernstein inequality, we would need upper bound on maximum spectral norm of the summands, and an upper bound on the variance of $\boldsymbol{Z}$. We next bound these two quantities as follows,

$$
\begin{equation*}
\left\|\boldsymbol{S}_{i, j}^{t}\right\|_{2}=\left\|\frac{1}{n_{i, j}}\left(X_{i, j}^{t}-p_{i, j}\right) \boldsymbol{E}_{i, j}\right\|_{2}=\frac{1}{n_{i, j}}\left|X_{i, j}^{t}-p_{i, j}\right| \leq \frac{1}{n_{i, j}} \tag{4}
\end{equation*}
$$

To bound the variance of $\boldsymbol{Z}$ we proceed as follows

$$
\begin{equation*}
\nu(Z)=\left\|\sum_{i, j} \sum_{t=1}^{n_{i, j}} \mathbb{E}\left(\boldsymbol{S}_{i, j}^{t}\right)^{\top} \boldsymbol{S}_{i, j}^{t}\right\| \bigwedge\left\|\sum_{i, j} \sum_{t=1}^{n_{i, j}} \mathbb{E} \boldsymbol{S}_{i, j}^{t}\left(\boldsymbol{S}_{i, j}^{t}\right)^{\top}\right\| \tag{5}
\end{equation*}
$$

Via elementary algebra and using the fact that $\operatorname{Var}\left(X_{i, j}^{t}\right)=p_{i, j}\left(1-p_{i, j}\right)$ It is easy to see that,

$$
\begin{align*}
\mathbb{E}\left(\boldsymbol{S}_{i, j}^{t}\right)^{\top} \boldsymbol{S}_{i, j}^{t} & =\frac{1}{n_{i, j}^{2}} \mathbb{E}\left(X_{i, j}^{t}-p_{i, j}\right)^{2}\left(\boldsymbol{E}_{i, j}^{t}\right)^{\top} \boldsymbol{E}_{i, j}^{t}  \tag{6}\\
& =\frac{1}{4 n_{i, j}^{2}} \boldsymbol{E}_{i, i} . \tag{7}
\end{align*}
$$

Using similar calculations we get $\mathbb{E} \boldsymbol{S}_{i, j}^{t}\left(\boldsymbol{S}_{i, j}^{t}\right)^{\top}=\frac{1}{4 n_{i, j}^{2}} \boldsymbol{E}_{j, j}$. Hence, $\nu(Z)=\sum_{i, j} \sum_{t=1}^{n_{i, j}} \frac{1}{4 n_{i, j}^{2}}=\sum_{i, j} \frac{1}{4 n_{i, j}}$. Applying matrix Bernstein, we get with probability at least $1-\delta$

$$
\begin{equation*}
\|Z\|_{2} \leq \frac{2 \log (2 p / \delta)}{3 \min _{i, j} n_{i, j}}+\sqrt{\frac{\log (2 p / \delta)}{2} \sum_{i, j} \frac{1}{n_{i, j}}} \tag{8}
\end{equation*}
$$

The second part of the result follows immediately from Weyl's inequality which says that $\left|\sigma_{\min }(\hat{\boldsymbol{P}})-\sigma_{\min }(\boldsymbol{P})\right| \leq$ $\|\hat{\boldsymbol{P}}-\boldsymbol{P}\|=\|Z\|$.

## 4 Sample complexity of successive elimination algorithm: Proof of Lemma 4.2 in the main paper

Lemma. The successive elimination algorithm shown in Figure (6.2) on $m$ square matrices of size $\boldsymbol{A}_{1}, \ldots, \boldsymbol{A}_{m}$ each of size $p \times p$ outputs an index $i_{\star}$ such that, with probability at least $1-\delta$, the matrix $\boldsymbol{A}_{i_{\star}}$ has the largest smallest singular value among all the input matrices. The total number of queries to the stochastic oracle are

$$
\begin{equation*}
\sum_{k=2}^{m} O\left(\frac{p^{3} \log \left(2 p \pi^{2} m^{2} / 3 \Delta_{k}^{2} \delta\right)}{\Delta_{k}^{2}}\right)+O\left(p^{4} \max _{k}\left(\frac{\log \left(2 p \pi^{2} m^{2} / 3 \Delta_{k}^{2} \delta\right)}{\Delta_{k}^{2}}\right)\right) \tag{9}
\end{equation*}
$$

where $\Delta_{k, p}:=\max _{j=1, \ldots, m} \sigma_{\min }\left(\boldsymbol{A}_{j}\right)-\sigma_{\min }\left(\boldsymbol{A}_{k}\right)$
Proof. Suppose matrix $\boldsymbol{A}_{1}$ has the largest smallest singular value. From lemma (3), we know that with probability at least $1-\delta_{t},\left|\sigma_{\min }\left(\widehat{\boldsymbol{A}}_{k}\right)-\sigma_{\min }\left(\boldsymbol{A}_{k}\right)\right| \leq \frac{2 \log \left(2 p / \delta_{t}\right)}{3 \min _{i, j} n_{i, j}(\boldsymbol{A})}+\sqrt{\frac{\log \left(2 p / \delta_{t}\right)}{2} \sum_{i, j} \frac{1}{n_{i, j}(\boldsymbol{A})}}$. Hence, by union bound the probability that the matrix $\boldsymbol{A}_{1}$ is eliminated in one of the rounds is at most $\sum_{t} \sum_{k=1}^{m} \delta_{t} \leq \sum_{t=1}^{\max } \sum_{k=1}^{m} \frac{6 \delta}{\pi^{2} m t^{2}}=\delta$. This proves that the successive elimination step identifies the matrix with the largest smallest singular value.

An arm $k$ is eliminated in round $t$ if $\alpha_{t, 1}+\alpha_{t, k} \leq \hat{\sigma}_{t}^{\max }-\sigma_{\min }\left(\widehat{\boldsymbol{A}}_{k}\right)$. By definition,

$$
\begin{equation*}
\Delta_{k, p}-\left(\alpha_{t, 1}+\alpha_{t, k}\right)=\left(\sigma_{\min }\left(\boldsymbol{A}_{1}\right)-\alpha_{t, 1}\right)-\left(\sigma_{\min }\left(\boldsymbol{A}_{k}\right)+\alpha_{t, k}\right) \geq \sigma_{\min }\left(\hat{\boldsymbol{A}_{1}}\right)-\sigma_{\min }\left(\boldsymbol{A}_{k}\right) \geq \alpha_{t, 1}+\alpha_{t, k} \tag{10}
\end{equation*}
$$

That is if $\alpha_{t, 1}+\alpha_{t, k} \leq \frac{\Delta_{k, p}}{2}$, then arm $k$ is eliminated in round $t$. By construction, since in round $t$ each element in each of the surviving set of matrices has been queried at least $t$ times, we can say that $\alpha_{t, j} \leq \frac{2 \log \left(2 p / \delta_{t}\right)}{3 t}+\sqrt{\frac{p^{2} \log \left(2 p / \delta_{t}\right)}{2 t}}$ for any index $j$ corresponding to the set of surviving arms. Hence arm $k$ gets eliminated after

$$
\begin{equation*}
t_{k}=O\left(\frac{p^{2} \log \left(2 p \pi^{2} m^{2} / 3 \Delta_{k, p}^{2} \delta\right)}{\Delta_{k, p}^{2}}\right) \tag{11}
\end{equation*}
$$

In each round $t$ the number of queries made are $O(p)$ for each of the $m$ matrices corresponding to the row and column which is different among them, and $O\left(p^{2}\right)$ corresponding to the left $p-1 \times p-1$ submatrix that is common to all of the matrices $A_{1}, \ldots, A_{m}$. Hence, the total number of queries to the stochastic oracle is

$$
p \sum_{k=2}^{m} t_{k}+p^{2} \max _{k} t_{k}=\sum_{k=2}^{m} O\left(\frac{p^{3} \log \left(2 p \pi^{2} m^{2} / 3 \Delta_{k, p}^{2} \delta\right)}{\Delta_{k, p}^{2}}\right)+O\left(p^{4} \max _{k}\left(\frac{\log \left(2 p \pi^{2} m^{2} / 3 \Delta_{k, p}^{2} \delta\right)}{\Delta_{k, p}^{2}}\right)\right)
$$

## 5 Proof of Nystrom method

In this supplementary material we provide a proof of Nystrom extension in max norm when we use a stochastic oracle to obtain estimators $\widehat{\boldsymbol{C}}, \widehat{\boldsymbol{W}}$ of the matrices $\boldsymbol{C}, \boldsymbol{W}$. The question that we are interested in is how good is the estimate of the Nystrom extension obtained using matrices $\widehat{\boldsymbol{C}}, \widehat{\boldsymbol{W}}$ w.r.t. the Nystrom extension obtained using matrices $\boldsymbol{C}, \boldsymbol{W}$. This is answered in the theorem below.

Theorem 5.1. Suppose the matrix $\boldsymbol{W}$ is an invertible $r \times r$ matrix. Suppose, by multiple calls to a stochastic oracle we construct estimators $\widehat{\boldsymbol{C}}, \widehat{\boldsymbol{W}}$ of $\boldsymbol{C}, \boldsymbol{W}$. Now, consider the matrix $\widehat{\boldsymbol{C}} \widehat{\boldsymbol{W}}^{-1} \widehat{\boldsymbol{C}}^{\top}$ as an estimate $\boldsymbol{C} \boldsymbol{W}^{-1} \boldsymbol{C}^{\top}$. Given any $\delta \in(0,1)$, with probability atleast $1-\delta$,

$$
\left\|\boldsymbol{C} \boldsymbol{W}^{-1} \boldsymbol{C}^{\top}-\widehat{\boldsymbol{C}} \widehat{\boldsymbol{W}}^{-1} \widehat{\boldsymbol{C}}^{\top}\right\|_{\max } \leq \epsilon
$$

after making $M$ number of oracle calls to a stochastic oracle, where

$$
M \geq 100 C_{1}(W, C) \log (2 K r / \delta) \max \left(\frac{K r^{7 / 2}}{\epsilon}, \frac{K r^{3}}{\epsilon^{2}}\right)+200 C_{2}(W, C) \log (2 r / \delta) \max \left(\frac{r^{5}}{\epsilon}, \frac{r^{7}}{\epsilon^{2}}\right)
$$

where $C_{1}(\boldsymbol{W}, \boldsymbol{C})$ and $C_{2}(\boldsymbol{W}, \boldsymbol{C})$ are given by the following equations

$$
\begin{aligned}
& C_{1}(\boldsymbol{W}, \boldsymbol{C})=\max \left(\left\|\boldsymbol{W}^{-1} \boldsymbol{C}^{\top}\right\|_{\max },\left\|\boldsymbol{W}^{-1} \boldsymbol{C}^{\top}\right\|_{\max }^{2},\left\|\boldsymbol{W}^{-1}\right\|_{\max },\left\|\boldsymbol{C}^{-1}\right\|_{1}^{2},\left\|\boldsymbol{W}^{-1}\right\|_{2}\left\|\boldsymbol{W}^{-1}\right\|_{\max }\right) \\
& C_{2}(\boldsymbol{W}, \boldsymbol{C})=\max \left(\left\|\boldsymbol{W}^{-1}\right\|_{2}^{2}\left\|\boldsymbol{W}^{-1}\right\|_{\max }^{2},\left\|\boldsymbol{W}^{-1}\right\|_{2}\left\|\boldsymbol{W}^{-1}\right\|_{\max },\left\|\boldsymbol{W}^{-1}\right\|_{2},\left\|\boldsymbol{W}^{-1}\right\|_{2}^{2}\right)
\end{aligned}
$$

Our proof proceeds by a series of lemmas, which we state next.

## Lemma 5.2.

$$
\left\|\boldsymbol{C} \boldsymbol{W}^{-1} \boldsymbol{C}^{\top}-\widehat{\boldsymbol{C}} \widehat{\boldsymbol{W}}^{-1} \widehat{\boldsymbol{C}}^{\top}\right\|_{\max } \leq\left\|(\boldsymbol{C}-\widehat{\boldsymbol{C}}) \boldsymbol{W}^{-1} \boldsymbol{C}^{\top}\right\|_{\max }+\left\|\widehat{\boldsymbol{C}} \widehat{\boldsymbol{W}}^{-1}(\boldsymbol{C}-\widehat{\boldsymbol{C}})^{\top}\right\|_{\max }+\left\|\widehat{\boldsymbol{C}}\left(\boldsymbol{W}^{-1}-\widehat{\boldsymbol{W}}^{-1}\right) \boldsymbol{C}^{\top}\right\|_{\max }
$$

Proof.

$$
\begin{aligned}
&\left\|\boldsymbol{C} \boldsymbol{W}^{-1} \boldsymbol{C}^{\top}-\widehat{\boldsymbol{C}} \widehat{\boldsymbol{W}}^{-1} \widehat{\boldsymbol{C}}^{\top}\right\|_{\max }=\left\|\boldsymbol{C} \boldsymbol{W}^{-1} \boldsymbol{C}^{\top}-\widehat{\boldsymbol{C}} \boldsymbol{W}^{-1} \boldsymbol{C}^{\top}+\widehat{\boldsymbol{C}} \boldsymbol{W}^{-1} \boldsymbol{C}^{\top}-\widehat{\boldsymbol{C}} \widehat{\boldsymbol{W}}^{-1} \widehat{\boldsymbol{C}}^{\top}\right\|_{\max } \\
& \leq\left\|\boldsymbol{C} \boldsymbol{W}^{-1} \boldsymbol{C}^{\top}-\widehat{\boldsymbol{C}} \boldsymbol{W}^{-1} \boldsymbol{C}^{\top}\right\|_{\max }+\left\|\widehat{\boldsymbol{C}} \boldsymbol{W}^{-1} \boldsymbol{C}^{\top}-\widehat{\boldsymbol{C}} \widehat{\boldsymbol{W}}^{-1} \widehat{\boldsymbol{C}}^{\top}\right\|_{\max } \\
&=\left\|\boldsymbol{C} \boldsymbol{W}^{-1} \boldsymbol{C}^{\top}-\widehat{\boldsymbol{C}} \boldsymbol{W}^{-1} \boldsymbol{C}^{\top}\right\|_{\max }+ \\
&\left\|\widehat{\boldsymbol{C}} \boldsymbol{W}^{-1} \boldsymbol{C}^{\top}-\widehat{\boldsymbol{C}} \widehat{\boldsymbol{W}}^{-1} \boldsymbol{C}^{\top}+\widehat{\boldsymbol{C}} \widehat{\boldsymbol{W}}^{-1} \boldsymbol{C}^{\top}-\widehat{\boldsymbol{C}} \widehat{\boldsymbol{W}}^{-1} \widehat{\boldsymbol{C}}^{\top}\right\|_{\max } \\
& \leq\left\|\boldsymbol{C} \boldsymbol{W}^{-1} \boldsymbol{C}^{\top}-\widehat{\boldsymbol{C}} \boldsymbol{W}^{-1} \boldsymbol{C}^{\top}\right\|_{\max }+\left\|\widehat{\boldsymbol{C}} W^{-1} \boldsymbol{C}^{\top}-\widehat{\boldsymbol{C}} \widehat{\boldsymbol{W}}^{-1} \boldsymbol{C}^{\top}\right\|_{\max }+ \\
& \\
&=\left\|\left(\widehat{\boldsymbol{C}} \widehat{\boldsymbol{W}}^{-1} \boldsymbol{C}^{\top}-\widehat{\boldsymbol{C}} \widehat{\boldsymbol{W}}^{-1} \widehat{\boldsymbol{C}}^{\top} \|_{\max } \widehat{\boldsymbol{C}}\right) \boldsymbol{W}^{-1} \boldsymbol{C}^{\top}\right\|_{\max }+\left\|\widehat{\boldsymbol{C}} \widehat{\boldsymbol{W}}^{-1}(\boldsymbol{C}-\widehat{\boldsymbol{C}})^{\top}\right\|_{\max }+\left\|\widehat{\boldsymbol{C}}\left(\boldsymbol{W}^{-1}-\widehat{\boldsymbol{W}}^{-1}\right) \boldsymbol{C}^{\top}\right\|_{\max }
\end{aligned}
$$

In the following lemmas we shall bound the three terms that appear in the R.H.S of the bound of Lemma 5.2 .
Lemma 5.3.

$$
\begin{equation*}
\left\|(C-\hat{C}) W^{-1} C^{\top}\right\|_{\max } \leq \frac{2\left\|\boldsymbol{W}^{-1} \boldsymbol{C}^{\top}\right\|_{\max }}{3 m} \log (2 K r / \delta)+\sqrt{\frac{r\left\|\boldsymbol{W}^{-1} \boldsymbol{C}^{\top}\right\|_{\max }^{2} \log (2 K r / \delta)}{2 m}} \tag{12}
\end{equation*}
$$

Proof. Let $\boldsymbol{M}=\boldsymbol{W}^{-1} \boldsymbol{C}^{\top}$, then $\left\|(\boldsymbol{C}-\widehat{\boldsymbol{C}}) \boldsymbol{W}^{-1} \boldsymbol{C}^{\top}\right\|_{\max }=\|(\boldsymbol{C}-\widehat{\boldsymbol{C}}) \boldsymbol{M}\|_{\max }$. By the definition of max norm we have

$$
\|(\boldsymbol{C}-\widehat{\boldsymbol{C}}) M\|_{\max }=\max _{i, j}\left|\sum_{p=1}^{l}(\boldsymbol{C}-\widehat{\boldsymbol{C}})_{i, p} \boldsymbol{M}_{p, j}\right|
$$

Fix a pair of indices $(i, j)$, and consider the expression $\left|\sum_{p=1}^{l}(\boldsymbol{C}-\widehat{\boldsymbol{C}})_{i, p} \boldsymbol{M}_{p, j}\right|$
Define $r_{i, p}=(\boldsymbol{C}-\widehat{\boldsymbol{C}})_{i, p}$. By definition of $r_{i, p}$ we can write $r_{i, p}=\frac{1}{m} \sum_{t=1}^{m} r_{i, p}^{t}$, where $r_{i, p}^{t}$ are a set of independent random variables with mean 0 and variance at most $1 / 4$. This decomposition combined with scalar Bernstein inequality gives that with probability at least $1-\delta$

$$
\begin{aligned}
\left|\sum_{p=1}^{l}(\widehat{\boldsymbol{C}}-\widehat{\boldsymbol{C}})_{i, p} \boldsymbol{M}_{p, j}\right| & =\left|\sum_{p=1}^{l} r_{i, p} \boldsymbol{M}_{p, j}\right| \\
& =\left|\sum_{p=1}^{l} \sum_{t=1}^{m} \frac{1}{m} r_{i, p}^{t} \boldsymbol{M}_{p, j}\right| \\
& \leq \frac{2\|M\|_{\max }}{3 m} \log (2 / \delta)+\sqrt{\frac{r\|M\|_{\max }^{2} \log (2 / \delta)}{2 m}}
\end{aligned}
$$

Applying a union bound over all possible $K r$ choices of index pairs $(i, j)$, we get the desired result.
Before we establish bounds on the remaining two terms in the RHS of Lemma we state and prove a simple proposition that will be used at many places in the rest of the proof.
Proposition 5.4. For any two real matrices $M_{1} \in \mathbb{R}^{n_{1} \times n_{2}}, M_{2} \in \mathbb{R}^{n_{2} \times n_{3}}$ the following set of inequalities are true:

1. $\left\|\boldsymbol{M}_{1} \boldsymbol{M}_{2}\right\|_{\max } \leq\left\|\boldsymbol{M}_{1}\right\|_{\max }\left\|\boldsymbol{M}_{2}\right\|_{1}$
2. $\left\|\boldsymbol{M}_{1} \boldsymbol{M}_{2}\right\|_{\max } \leq\left\|\boldsymbol{M}_{1}^{\top}\right\|_{1}\left\|\boldsymbol{M}_{2}\right\|_{\max }$
3. $\left\|\boldsymbol{M}_{1} \boldsymbol{M}_{2}\right\|_{\max } \leq\left\|\boldsymbol{M}_{1}\right\|_{2}\left\|\boldsymbol{M}_{2}\right\|_{\max }$
4. $\left\|\boldsymbol{M}_{1} \boldsymbol{M}_{2}\right\|_{\max } \leq\left\|\boldsymbol{M}_{2}\right\|_{2}\left\|\boldsymbol{M}_{1}\right\|_{\max }$
where, the $\|\cdot\|_{p}$ is the induced $p$ norm.
Proof. Let $\boldsymbol{e}_{i}$ denote the $i^{\text {th }}$ canonical basis vectors in $\mathbb{R}^{K}$. We have,

$$
\begin{aligned}
\left\|\boldsymbol{M}_{1} \boldsymbol{M}_{2}\right\|_{\max } & =\max _{i, j}\left|e_{i}^{\top} \boldsymbol{M}_{1} \boldsymbol{M}_{2} e_{j}\right| \\
& \leq \max _{i, j}\left\|e_{i}^{\top} \boldsymbol{M}_{1}\right\|_{\max }\left\|\boldsymbol{M}_{2} e_{j}\right\|_{1} \\
& =\max _{i}\left\|e_{i}^{\top} \boldsymbol{M}_{1}\right\|_{\max } \max _{i}\left\|\boldsymbol{M}_{2} e_{j}\right\|_{1} \\
& =\left\|\boldsymbol{M}_{1}\right\|_{\max }\left\|\boldsymbol{M}_{2}\right\|_{1}
\end{aligned}
$$

To obtain the first inequality above we used Holder's inequality and the last equality follows from the definition of $\|\cdot\|_{1}$ norm. To get the second inequality, we use the observations that $\left\|\boldsymbol{M}_{1} \boldsymbol{M}_{2}\right\|_{\max }=\left\|\boldsymbol{M}_{2}^{\top} \boldsymbol{M}_{1}^{\top}\right\|_{\max }$. Now applying the first inequality to this expression we get the desired result. Similar techniques yield the other two inequalities.

Lemma 5.5. With probability at least $1-\delta$, we have

$$
\begin{aligned}
\left\|\widehat{\boldsymbol{C}} \widehat{\boldsymbol{W}}^{-1}(\boldsymbol{C}-\widehat{\boldsymbol{C}})^{\top}\right\|_{\max } \leq & \frac{r^{2}}{2 m}\left(\left\|\widehat{\boldsymbol{W}}^{-1}-\boldsymbol{W}^{-1}\right\|_{\max }+\left\|\boldsymbol{W}^{-1}\right\|_{\max }\right) \log (2 K r / \delta)+ \\
& r^{2}\left\|\widehat{\boldsymbol{W}}^{-1}-\boldsymbol{W}^{-1}\right\|_{\max } \sqrt{\frac{\log (2 K r / \delta)}{2 m}}+r\left\|\boldsymbol{C}^{-1}\right\|_{1} \sqrt{\frac{\log (2 K r / \delta)}{2 m}}
\end{aligned}
$$

Proof.

$$
\begin{align*}
\left\|\widehat{\boldsymbol{C}} \widehat{\boldsymbol{W}}^{-1}(\boldsymbol{C}-\widehat{\boldsymbol{C}})^{\top}\right\|_{\max } & \leq\left\|\left(\widehat{\boldsymbol{C}} \widehat{\boldsymbol{W}}^{-1}-\boldsymbol{C} \boldsymbol{W}^{-1}+\boldsymbol{C} \boldsymbol{W}^{-1}\right)(\boldsymbol{C}-\widehat{\boldsymbol{C}})^{\top}\right\|_{\max } \\
& \stackrel{(\text { a) }}{\leq}\left\|\left(\widehat{\boldsymbol{C}} \widehat{\boldsymbol{W}}^{-1}-\boldsymbol{C} \boldsymbol{W}^{-1}\right)(\boldsymbol{C}-\widehat{\boldsymbol{C}})^{\top}\right\|_{\max }+\left\|\boldsymbol{C} \boldsymbol{W}^{-1}(\boldsymbol{C}-\widehat{\boldsymbol{C}})^{\top}\right\|_{\max } \\
& \stackrel{(b)}{\leq}\left\|\widehat{\boldsymbol{C}} \widehat{\boldsymbol{W}}^{-1}-\boldsymbol{C} \boldsymbol{W}^{-1}\right\|_{\max }\left\|(\boldsymbol{C}-\widehat{\boldsymbol{C}})^{\top}\right\|_{1}+\left\|\boldsymbol{C} \boldsymbol{W}^{-1}\right\|_{\max }\left\|(\boldsymbol{C}-\widehat{\boldsymbol{C}})^{\top}\right\|_{1} \tag{13}
\end{align*}
$$

To obtain inequality (a) we used triangle inequality for matrix norms, and to obtain inequality (b) we used Proposition (5.4). We next upper bound the first term in the R.H.S. of Equation (13).

We bound the term $\left\|\widehat{\boldsymbol{C}} \widehat{\boldsymbol{W}}^{-1}-\boldsymbol{C} \boldsymbol{W}^{-1}\right\|_{\max }$ next.

$$
\begin{aligned}
\left\|\widehat{\boldsymbol{C}} \widehat{\boldsymbol{W}}^{-1}-\boldsymbol{C} \boldsymbol{W}^{-1}\right\|_{\max } & \leq\left\|\widehat{\boldsymbol{C}} \widehat{\boldsymbol{W}}^{-1}-\boldsymbol{C} \widehat{\boldsymbol{W}}^{-1}+\boldsymbol{C} \widehat{\boldsymbol{W}}^{-1}-\boldsymbol{C} \boldsymbol{W}^{-1}\right\|_{\max } \\
& \leq\left\|\widehat{\boldsymbol{C}} \widehat{\boldsymbol{W}}^{-1}-\boldsymbol{C} \widehat{\boldsymbol{W}}^{-1}\right\|_{\max }+\left\|\boldsymbol{C} \widehat{\boldsymbol{W}}^{-1}-\boldsymbol{C} \boldsymbol{W}^{-1}\right\|_{\max } \\
& =\left\|(\widehat{\boldsymbol{C}}-\boldsymbol{C}) \widehat{\boldsymbol{W}}^{-1}\right\|_{\max }+\left\|\boldsymbol{C}\left(\widehat{\boldsymbol{W}}^{-1}-\boldsymbol{W}^{-1}\right)\right\|_{\max }
\end{aligned}
$$

$$
\begin{equation*}
\stackrel{(\mathrm{a})}{\leq}\left\|(\widehat{\boldsymbol{C}}-\boldsymbol{C})^{\top}\right\|_{1}\left\|\widehat{\boldsymbol{W}}^{-1}\right\|_{\max }+\left\|\boldsymbol{C}^{\top}\right\|_{1}\left\|\widehat{\boldsymbol{W}}^{-1}-\boldsymbol{W}^{-1}\right\|_{\max } \tag{14}
\end{equation*}
$$

We used Proposition (5.4) to obtain inequality (a). Combining Equations (13) and (14) we get,

$$
\begin{align*}
\left\|\widehat{\boldsymbol{C}} \widehat{\boldsymbol{W}}^{-1}(\boldsymbol{C}-\widehat{\boldsymbol{C}})^{\top}\right\|_{\max } \leq & \left\|(\widehat{\boldsymbol{C}}-\boldsymbol{C})^{\top}\right\|_{1}\left(\left\|(\widehat{\boldsymbol{C}}-\boldsymbol{C})^{\top}\right\|_{1}\left\|\widehat{\boldsymbol{W}}^{-1}\right\|_{\max }+\left\|\boldsymbol{C}^{\top}\right\|_{1}\left\|\widehat{\boldsymbol{W}}^{-1}-\boldsymbol{W}^{-1}\right\|_{\max }+\left\|\boldsymbol{C} \boldsymbol{W}^{-1}\right\|_{\max }\right) \\
= & \left\|(\widehat{\boldsymbol{C}}-\boldsymbol{C})^{\top}\right\|_{1}^{2}\left\|\widehat{\boldsymbol{W}}^{-1}\right\|_{\max }+\left\|(\widehat{\boldsymbol{C}}-\boldsymbol{C})^{\top}\right\|_{1}\left\|\boldsymbol{C}^{\top}\right\|_{1}\left\|\widehat{\boldsymbol{W}}^{-1}-\boldsymbol{W}^{-1}\right\|_{\max }+ \\
& \left\|(\widehat{\boldsymbol{C}}-\boldsymbol{C})^{\top}\right\|_{1}\left\|\boldsymbol{C} \boldsymbol{W}^{-1}\right\|_{\max } \tag{15}
\end{align*}
$$

Since all the entries of the matrix $\boldsymbol{C}$ are probabilities we have $\|\boldsymbol{C}\|_{\max } \leq 1$ and $\left\|\boldsymbol{C}^{\top}\right\|_{1} \leq r$. Moreover, since each entry of the matrix $\hat{\boldsymbol{C}}-\boldsymbol{C}$ is the average of $m$ independent random variables with mean 0 , and each bounded between $[-1,1]$, by Hoeffding's inequality and union bound, we get that with probability at least $1-\delta$

$$
\begin{equation*}
\left\|(\widehat{\boldsymbol{C}}-\boldsymbol{C})^{\top}\right\|_{1} \leq r \sqrt{\frac{\log (2 K r / \delta)}{2 m}} \tag{16}
\end{equation*}
$$

The next proposition takes the first steps towards obtaining an upper bound on $\left\|\hat{C}\left(W^{-1}-\hat{W}^{-1}\right) C^{\top}\right\|_{\max }$

## Proposition 5.6.

$$
\left\|\widehat{\boldsymbol{C}}\left(\boldsymbol{W}^{-1}-\widehat{\boldsymbol{W}}^{-1}\right) \boldsymbol{C}^{\top}\right\|_{\max } \leq \min \left\{r^{2}\left\|\boldsymbol{W}^{-1}-\widehat{\boldsymbol{W}}^{-1}\right\|_{\max }, r\left\|\boldsymbol{W}^{-1}-\widehat{\boldsymbol{W}}^{-1}\right\|_{1}\right\}
$$

Proof.

$$
\begin{align*}
\left\|\widehat{\boldsymbol{C}}\left(\boldsymbol{W}^{-1}-\widehat{\boldsymbol{W}}^{-1}\right) \boldsymbol{C}^{\top}\right\|_{\max } & \stackrel{(\text { a) }}{\leq}\left\|\widehat{\boldsymbol{C}}\left(\boldsymbol{W}^{-1}-\widehat{\boldsymbol{W}}^{-1}\right)\right\|_{\max }\left\|\boldsymbol{C}^{\top}\right\|_{1} \\
& \stackrel{(\mathrm{~b})}{\leq} r\left\|\widehat{\boldsymbol{C}}\left(\boldsymbol{W}^{-1}-\widehat{\boldsymbol{W}}^{-1}\right)\right\|_{\max } \\
& \stackrel{(\text { c) }}{\leq} \min \left\{r^{2}\left\|\boldsymbol{W}^{-1}-\widehat{\boldsymbol{W}}^{-1}\right\|_{\max }, r\left\|\boldsymbol{W}^{-1}-\widehat{\boldsymbol{W}}^{-1}\right\|_{1}\right\} \tag{17}
\end{align*}
$$

In the above bunch of inequalities (a) and (c) we used Proposition (5.4) and to obtain inequality (b) we used the fact that $\left\|\boldsymbol{C}^{\top}\right\|_{\max } \leq r$.

Hence, we need to bound $\left\|\boldsymbol{W}^{-1}-\widehat{\boldsymbol{W}}^{-1}\right\|_{\max }$ and $\left\|\boldsymbol{W}^{-1}-\widehat{\boldsymbol{W}}^{-1}\right\|_{1}$.
Let us define $\hat{\boldsymbol{W}}=\boldsymbol{W}+\boldsymbol{E}_{W}$ where $\boldsymbol{E}_{W}$ is the error-matrix and $\hat{\boldsymbol{W}}$ is the sample average of $m$ independent samples of a random matrix where $\mathbb{E} \hat{\boldsymbol{W}}_{k}(i, j)=\boldsymbol{W}(i, j)$.
Lemma 5.7. Let us define $\hat{\boldsymbol{W}}-\boldsymbol{W}=\boldsymbol{E}_{W}$. Suppose, $\left\|\boldsymbol{W}^{-1} \boldsymbol{E}_{W}\right\|_{2} \leq \frac{1}{2}$, then

$$
\left\|\hat{\boldsymbol{W}}^{-1}-\boldsymbol{W}^{-1}\right\|_{\max } \leq 2\left\|\boldsymbol{W}^{-1}\right\|_{2}\left\|\boldsymbol{E}_{W}\right\|_{2}\left\|\boldsymbol{W}^{-1}\right\|_{\max }
$$

Proof. Since $\left\|\boldsymbol{W}^{-1} \boldsymbol{E}_{W}\right\|_{2}<1$, we can apply the Taylor series expansion:

$$
\left(\boldsymbol{W}+\boldsymbol{E}_{W}\right)^{-1}=\boldsymbol{W}^{-1}-\boldsymbol{W}^{-1} \boldsymbol{E}_{W} \boldsymbol{W}^{-1}+\boldsymbol{W}^{-1} \boldsymbol{E}_{W} \boldsymbol{W}^{-1} \boldsymbol{E}_{W} \boldsymbol{W}^{-1}+\cdots
$$

Therefore:

$$
\begin{aligned}
&\left\|\hat{\boldsymbol{W}}^{-1}-\boldsymbol{W}^{-1}\right\|_{\max }=\left\|\boldsymbol{W}^{-1}-\boldsymbol{W}^{-1} \boldsymbol{E}_{W} \boldsymbol{W}^{-1}+\boldsymbol{W}^{-1} \boldsymbol{E}_{W} \boldsymbol{W}^{-1} \boldsymbol{E}_{W} \boldsymbol{W}^{-1}+\cdots-\boldsymbol{W}^{-1}\right\|_{\max } \\
& \stackrel{\text { (a) }}{\leq}\left\|\boldsymbol{W}^{-1} \boldsymbol{E}_{W} \boldsymbol{W}^{-1}\right\|_{\max }+\left\|\boldsymbol{W}^{-1} \boldsymbol{E}_{W} \boldsymbol{W}^{-1} \boldsymbol{E}_{W} \boldsymbol{W}^{-1}\right\|_{\max }+\cdots \\
& \quad \text { (b) }\left\|\boldsymbol{W}^{-1} \boldsymbol{E}_{W}\right\|_{2}\left\|W^{-1}\right\|_{\max }+\left\|\boldsymbol{W}^{-1} \boldsymbol{E}_{W}\right\|_{2}^{2}\left\|W^{-1}\right\|_{\max }+\ldots \\
& \text { (c) } \\
& \quad \leq 2\left\|\boldsymbol{W}^{-1}\right\|_{2}\left\|\boldsymbol{E}_{W}\right\|_{2}\left\|\boldsymbol{W}^{-1}\right\|_{\max }
\end{aligned}
$$

To obtain the last inequality we used the hypothesis of the lemma, and to obtain inequality (a) we used the triangle inequality for norms, and to obtain inequality (b) we used proposition 5.4. Inequiaity (c) follows from the triangle inequality.

Thanks to Lemma (5.7) and proposition (5.6) we know that $\left\|\widehat{\boldsymbol{C}}\left(\boldsymbol{W}^{-1}-\widehat{\boldsymbol{W}}^{-1}\right) \boldsymbol{C}^{\top}\right\|_{\max } \leq r^{2} \epsilon$. We now need to guarantee that the hypothesis of lemma (5.7) applies. The next lemma helps in doing that.
Lemma 5.8. With probability at least $1-\delta$ we have

$$
\begin{equation*}
\left\|\boldsymbol{E}_{W}\right\|=\|\hat{\boldsymbol{W}}-\boldsymbol{W}\| \leq \frac{2 r}{3 m} \log (2 r / \delta)+\sqrt{\frac{r \log (2 r / \delta)}{2 m}} \tag{18}
\end{equation*}
$$

Proof. The proof is via matrix Bernstein inequality. By the definition of $\hat{\boldsymbol{W}}$, we know that $\hat{\boldsymbol{W}}-\boldsymbol{W}=\frac{1}{m} \sum\left(\boldsymbol{W}_{i}-\boldsymbol{W}\right)$, where $\hat{\boldsymbol{W}}$ is $0-1$ random matrix where the $(i, j)^{\text {th }}$ entry of the matrix $\hat{\boldsymbol{W}}$ is a single Bernoulli sample sampled from $\operatorname{Bern}\left(\boldsymbol{W}_{i, j}\right)$. For notational convenience denote $Z_{i}:=\frac{1}{m} \hat{\boldsymbol{W}}_{i}-\boldsymbol{W}$ This makes $\hat{\boldsymbol{W}}-\boldsymbol{W}=\frac{1}{m} \sum \boldsymbol{W}_{i}-\boldsymbol{W}$ an average of $m$ independent random matrices each of whose entry is a 0 mean random variable with variance at most $1 / 4$, with each entry being in $[-1,1]$. In order to apply the matrix Bernstein inequality we need to upper bound $\nu, L$ (see Theorem (1.2), which we do next.

$$
\begin{equation*}
\left\|\frac{1}{m}\left(\hat{\boldsymbol{W}}_{i}-\boldsymbol{W}\right)\right\|_{2} \leq \frac{1}{m} \sqrt{r^{2}}=\frac{r}{m} \tag{19}
\end{equation*}
$$

In the above inequality we used the fact that each entry of $\left(\hat{\boldsymbol{W}}_{i}-\boldsymbol{W}\right)$ is between $[-1,1]$ and hence the spectral norm of this matrix is at most $\sqrt{r^{2}}$. We next bound the parameter $\nu$.

$$
\begin{equation*}
\nu=\frac{1}{m^{2}} \max \left\{\left\|\sum_{i} \mathbb{E} \boldsymbol{Z}_{i} \boldsymbol{Z}_{i}^{\top}\right\|,\left\|\sum_{i} \mathbb{E} \boldsymbol{Z}_{i}^{\top} \boldsymbol{Z}_{i}\right\|\right\} \tag{20}
\end{equation*}
$$

It is not hard to see that the matrix $\mathbb{E} \boldsymbol{Z}_{i} \boldsymbol{Z}_{i}^{\top}$ is a diagonal matrix, where each diagonal entry is at most $\frac{l}{4}$. The same holds true for $\mathbb{E} \boldsymbol{Z}_{i} \boldsymbol{Z}_{i}^{\top}$. Putting this back in Equation (20) we get $\nu \leq \frac{r}{4 m}$. Putting $L=\frac{r}{m}$ and $\nu=\frac{r}{4 m}$, we get

$$
\begin{equation*}
\|\hat{\boldsymbol{W}}-\boldsymbol{W}\| \leq \frac{2 r}{3 m} \log (2 r / \delta)+\sqrt{\frac{r \log (2 r / \delta)}{2 m}} \tag{21}
\end{equation*}
$$

We are now ready to establish the following bound
Lemma 5.9. Assuming that $m \geq m_{0}:=\frac{4 r\left\|\boldsymbol{W}^{-1}\right\|}{3}+2 r \log (2 r / \delta)\left\|\boldsymbol{W}^{-1}\right\|_{2}^{2}$, with probability at least $1-\delta$ we will have

$$
\begin{equation*}
\left\|\widehat{\boldsymbol{C}}\left(\boldsymbol{W}^{-1}-\widehat{\boldsymbol{W}}^{-1}\right) \boldsymbol{C}^{\top}\right\|_{\max } \leq 2 r^{2}\left\|\boldsymbol{W}^{-1}\right\|_{2}\left\|\boldsymbol{W}^{-1}\right\|_{\max }\left(\frac{2 r}{3 m} \log (2 r / \delta)+\sqrt{\frac{r \log (2 r / \delta)}{2 m}}\right) \tag{22}
\end{equation*}
$$

Proof.

$$
\begin{aligned}
\left\|\widehat{\boldsymbol{C}}\left(\boldsymbol{W}^{-1}-\widehat{\boldsymbol{W}}^{-1}\right) \boldsymbol{C}^{\top}\right\|_{\max } & \stackrel{\text { (a) }}{\leq} r^{2}\left\|\boldsymbol{W}^{-1}-\hat{\boldsymbol{W}}^{-1}\right\|_{\max } \\
& \stackrel{\text { (b) }}{\leq} 2 r^{2}\left\|\boldsymbol{W}^{-1} \boldsymbol{E}_{\boldsymbol{W}}\right\|_{2}\left\|\boldsymbol{W}^{-1}\right\|_{\max } \\
& \stackrel{\text { (c) }}{\leq} 2 r^{2}\left\|\boldsymbol{W}^{-1}\right\|_{2}\left\|\boldsymbol{E}_{\boldsymbol{W}}\right\|_{2}\left\|\boldsymbol{W}^{-1}\right\|_{\max } \\
& \left(\text { (d) } 2 r^{2}\left\|\boldsymbol{W}^{-1}\right\|_{2}\left\|\boldsymbol{W}^{-1}\right\|_{\max }\left(\frac{2 r}{3 m} \log (2 r / \delta)+\sqrt{\frac{r \log (2 r / \delta)}{2 m}}\right)\right.
\end{aligned}
$$

To obtain inequality (a) above we used proposition (5.6, to obtain inequality (b) we used lemma 5.7), and finally to obtain inequality (c) we used the fact that matrix 2 -norms are submultiplicative.

With this we now have bounds on all the necessary quantities. The proof of our theorem essentially requires us to put all these terms together.

## 6 Proof of Theorem 4.3 in the main paper

Since we need the total error in max norm to be at most $\epsilon$, we will enforce that each term of our expression be atmost $\frac{\epsilon}{10}$. From lemma (5.2) we know that the maxnorm is the sum of three terms. Let us call the three terms in the R.H.S. of Lemma 5.2 $T_{1}, T_{2}, T_{3}$ repsectively. We then have that if we have $m_{1}$ number of copies of the matrix $\boldsymbol{C}$, where

$$
\begin{equation*}
m_{1} \geq \frac{20\left\|\boldsymbol{W}^{-1} \boldsymbol{C}^{\top}\right\|_{\max } \log (2 K r / \delta)}{3 \epsilon} \bigwedge \frac{100 r\left\|\boldsymbol{W}^{-1} \boldsymbol{C}^{\top}\right\|_{\max }^{2} \log (2 K r / \delta)}{2 \epsilon^{2}} \tag{23}
\end{equation*}
$$

then $T_{1} \leq \epsilon / 5$. Next we look at $T_{3}$. From lemma (5.9) it is easy to see that we need $m_{3}$ independent copies of the matrix $\boldsymbol{W}$ so that $T_{3} \leq \epsilon / 5$, where $m_{3}$ is equal to

$$
\begin{equation*}
m_{3} \geq \frac{40 r^{3}\left\|\boldsymbol{W}^{-1}\right\|_{2}\left\|\boldsymbol{W}^{-1}\right\|_{\max } \log (2 r / \delta)}{3 \epsilon} \bigwedge \frac{400 r^{5}\left\|\boldsymbol{W}^{-1}\right\|_{2}^{2}\left\|\boldsymbol{W}^{-1}\right\|_{\max }^{2} \log (2 r / \delta)}{2 \epsilon^{2}} \tag{24}
\end{equation*}
$$

Finally we now look at $T_{2}$. Combining lemma (5.5, and lemma 5.7) and 5.8 and after some elementary algebraic calculations we get that we need $m_{2}$ independent copies of the matrix $\boldsymbol{C}$ and $\boldsymbol{W}$ to get $T_{2} \leq \frac{3 \epsilon}{5}$, where $m_{2}$ is

$$
\begin{equation*}
m_{2} \geq 100 \max \left(\left\|\boldsymbol{W}^{-1}\right\|_{\max },\left\|\boldsymbol{C} \boldsymbol{W}^{-1}\right\|_{1}^{2},\left\|\boldsymbol{W}^{-1}\right\|_{2}\left\|\boldsymbol{W}^{-1}\right\|_{\max }\right) \log (2 K r / \delta)\left(\frac{r^{5 / 2}}{\epsilon}, \frac{r^{2}}{\epsilon^{2}}\right) \tag{25}
\end{equation*}
$$

The number of calls to stochastic oracle is $r^{2}\left(m_{0}+m_{3}\right)+K r\left(m_{1}+m_{2}\right)$, where $m_{0}$ is the number as stated in Lemma 5.9). Using the above derived bounds for $m_{0}+m_{1}, m_{2}, m_{3}$ we get

$$
\begin{aligned}
K r\left(m_{1}+m_{2}\right)+r^{2}\left(m_{0}+m_{3}\right) \geq & 100 \log (2 K r / \delta) C_{1}(W, C) \max \left(\frac{K r^{7 / 2}}{\epsilon}, \frac{K r^{3}}{\epsilon^{2}}\right)+ \\
& 200 C_{2}(W, C) \log (2 r / \delta) \max \left(\frac{r^{5}}{\epsilon}, \frac{r^{7}}{\epsilon^{2}}\right)
\end{aligned}
$$

where $C_{1}(\boldsymbol{W}, \boldsymbol{C})$ and $C_{2}(\boldsymbol{W}, \boldsymbol{C})$ are given by the following equations

$$
\begin{aligned}
& C_{1}(\boldsymbol{W}, \boldsymbol{C})=\max \left(\left\|\boldsymbol{W}^{-1} \boldsymbol{C}^{\top}\right\|_{\max },\left\|\boldsymbol{W}^{-1} \boldsymbol{C}^{\top}\right\|_{\max }^{2},\left\|\boldsymbol{W}^{-1}\right\|_{\max },\left\|\boldsymbol{C}^{-1}\right\|_{1}^{2},\left\|\boldsymbol{W}^{-1}\right\|_{2}\left\|\boldsymbol{W}^{-1}\right\|_{\max }\right) \\
& C_{2}(\boldsymbol{W}, \boldsymbol{C})=\max \left(\left\|\boldsymbol{W}^{-1}\right\|_{2}^{2}\left\|\boldsymbol{W}^{-1}\right\|_{\max }^{2},\left\|\boldsymbol{W}^{-1}\right\|_{2}\left\|\boldsymbol{W}^{-1}\right\|_{\max },\left\|\boldsymbol{W}^{-1}\right\|_{2},\left\|\boldsymbol{W}^{-1}\right\|_{2}^{2}\right)
\end{aligned}
$$

## 7 Additional experimental results: Comparison with LRMC on Movie Lens datasets

First we present the results on the synthetic dataset. To generate a low-rank matrix, we take a random matrix in $\boldsymbol{L}_{1}=[0,1]^{K \times r}$ and then define $\boldsymbol{L}_{2}=\boldsymbol{L}_{1} \boldsymbol{L}_{1}^{\top}$. Then get $\boldsymbol{L}=\boldsymbol{L}_{2} / \max _{i, j}\left(\boldsymbol{L}_{2}\right)_{i, j}$. This matrix $\boldsymbol{L}$ will be $K \times K$ and have rank $r$.

In Figure 2, you can find the comparison of LRMC and S-MCANS on the ML-100K dataset.

### 7.1 Further discussion and related work

Bandit problems where multiple actions are selected have also been considered in the past. Kale et al. [2010] consider a setup where on choosing multiple arms the reward obtained is the sum of the rewards of the chosen arms, and the reward of each chosen arm is revealed to the algorithm. Both these works focus on obtaining guarantees on the


Figure 1: Error of various algorithms with increasing budget. Numbers in the brackets represent values for $(K, r)$. The error is defined as $\boldsymbol{L}_{\hat{i}, \hat{j}}-\boldsymbol{L}_{i_{\star}, j_{\star}}$ where ( $\hat{i}, \hat{j}$ ) is a pair of optimal choices as estimated by each algorithm.
cumulative regret compared to the best set of arms in hindsight. Radlinski et al. [2008] consider a problem, in the context of information retrieval, where multiple bandit arms are chosen and the reward obtained is the maximum of the rewards corresponding to the chosen arms. Apart from this reward information the algorithm also gets a feedback that tells which one of the chosen arms has the highest reward. Similar models have also been studied in Streeter and Golovin [2009] and Yue and Guestrin [2011]. A major difference between the above mentioned works and our work is the feedback and reward model and the fact that we are not interested in regret guarantees but rather in finding a good pair of arms as quickly as possible. Furthermore our linear-algebraic approach to the problem is very different from previous approaches which were either based on multiplicative weights [Kale et al., 2010] or online greedy submodular maximization [Streeter and Golovin, 2009. Yue and Guestrin, 2011, Radlinski et al., 2008]. Simchowitz et al. [2016] also consider similar subset selection problems and provide algorithms to identify the top set of arms. In the Web search literature click models have been proposed to model user behaviour [Guo et al., 2009, Craswell et al., 2008] and a bandit analysis of such models have also been proposed [Kveton et al., 2015]. However, these models assume that all the users come from a single population and tend to use richer information in their formulations (for example information about which exact link was clicked). Finally we would like to mention that our model shown in Figure 5.1 of the main paper on the surface bears resemblance to dueling bandit problems [Yue et al., 2012]. However, in duleing bandits two arms are compared which is not the case in the bandit problem that we study.Interactive collaborative filtering (CF) and bandit approaches to such problems have also been investigated [Kawale et al., 2015]. Though, the end goal in CF is different from our goal in this paper.
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