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with Z= Q1A = A-TK, and
We propose a procedure to recover the parameters over

the observed variables (B, V) from Equation 1 when 0K, K,
given the covariance matrix 3 and the structural co- v, == 20, [07i + 57‘]’] .
efficients C.
The procedure is as follows: Some bookkeeping yields
. PloglL - _ _ _
1. Q = chol(%) e 34s(Q 1)117' +(A 1)Sp(A 1)qr )
0bpq 0,
_ AT
2. L = chol(I+ CC") and 2
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onal, it follows that V2 = diag(QL™1).
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Appendix B Hessian +(QL™Y)4p(QL ™)y ]
Here we compute the Hessian matrix of the log- and
likelihood per data point w.r.t. @ = (B, V) evaluated )
at the maximum likelihood solution. With covariance _6 log £ — 1 [57-3 + (QQT)T'S(Q_TQ_l)Ts] ,
matrix ¥ and K = X!, we have: Qv dvs  dvpug

and
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With A =I—B and Q =1+ CC”, we can write
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and




