Rank Aggregation and Prediction with Item Features

Kai-Yang Chiang
Dept of Computer Science
UT Austin

Cho-Jui Hsieh
Dept of Statistics and Computer Science
UC Davis

Inderjit S. Dhillon
Dept of Computer Science
UT Austin

Abstract

We study the problem of rank aggregation with features, where both pairwise comparisons and item features are available to help the rank aggregation task. Observing that traditional rank aggregation methods disregard features, while models adapted from learning-to-rank task are sensitive to feature noise, we propose a general model to learn a total ranking by balancing between comparisons and feature information jointly. As a result, our proposed model takes advantage of item features and is also robust to noise. More importantly, we study the effectiveness of item features in our model and show that given sufficiently informative features, the sample complexity of our model can be asymptotically lower than models based only on comparisons for deriving an accurate ranking. The results theoretically justify that our model can achieve efficient learning by leveraging item feature information. In addition, we show that the proposed model can also be extended to two other related problems—online rank aggregation and rank prediction of new items. Finally, experiments show that our model is more effective and robust compared to existing methods on both synthetic and real datasets.

1 Introduction

Ranking is a fundamental problem in machine learning. Given \( n \) items with partial ranking information, the goal of rank aggregation is to obtain a full ranking that is consistent with most of the partial rankings. One classical setting is to consider pairwise comparisons, where each partial ranking gives a list of pairwise preferences. This pairwise rank aggregation problem has been shown to be important in real-world applications including ranking for sports teams [19] and recommender systems [12].

While a number of pairwise rank aggregation methods have been proposed, many of them learn a ranking based solely on item comparisons. Nevertheless, in many real-world applications, knowledge about items is also provided, and such knowledge is believed to be related to the rank of the items as well. For instance, when ranking sports teams, attributes of each team, such as its coach and budget, can all be potential factors that affect its rank beside competition history. Therefore, in this paper we focus on pairwise rank aggregation with item features. Our goal is to derive a better total ranking based on both pairwise comparisons and feature information.

Though most rank aggregation methods do not take item features into consideration, several models designed for other purposes can in fact be adapted to rank aggregation if features are provided. For example, Rank-SVM [16] also trains a model based on both comparisons and features and can be applied to this problem under a transductive setting. However, since such learning-to-rank models are originally designed to rank a list of unranked items based on their attributes, they tend to learn a ranking that heavily depends on item features, and as a result, they could perform poorly if features are noisy or partially corrupted, even if the comparison information is clean.

Motivated by the fact that current methods for rank aggregation are either ignorant of features or sensitive to noisy features, we propose a novel model that better learns ranking scores from features and comparisons simultaneously. Furthermore, we formally analyze the effect of features and provide sample complexity guarantees of our model. In particular, with informative features, we show that our model only requires \( o(n) \) comparisons—i.e. sublinear in the number of items—to obtain an accurate ranking. We emphasize that since \( \Omega(n) \) is the sample complexity lower bound for any aggregation method based only on com-
parisons [11, 28], our result suggests that such $\Omega(n)$ barrier can be asymptotically overcome by taking advantage of reasonably good features. Finally, we provide extensions of our model to show that by utilizing item features, the proposed framework can improve performance not only on rank aggregation but also on two related problems—online rank aggregation and rank prediction for new items. Our contributions can be summarized as follows:

- We propose a new model for rank aggregation where the ranking is estimated by balancing both feature and pairwise comparison information.
- We formally define feature quality in the context of ranking and show that given reasonably good features, the sample complexity can be improved from linear to sublinear using our model.
- We extend our model to online rank aggregation and rank prediction of new items, and show that our framework can be useful in these tasks by leveraging feature information.

2 Problem Setup and Related Work

Problem Setup of Rank Aggregation with Features. Let $s \in \mathbb{R}^n$ be a (true) score vector for a set of $n$ items, where $s_i$ is the ranking score of item $i$. An item $i$ is regarded as better (i.e. has a higher rank) than item $j$ if $s_i > s_j$. Let $e$ be the all-one vector and $Y = es^T = se^T$ where each $Y_{ij} = s_j - s_i$ is the score difference between item $i$ and item $j$. A pairwise comparison $P_{ij}$ is observed under two scenarios:

- For each comparison, the value of the score difference is revealed: $P_{ij} = Y_{ij}$.
- For each comparison, only the sign of the rank difference is revealed: $P_{ij} = \text{sgn}(Y_{ij})$.

Let $m$ be the number of observed comparisons, with the set of indices $S_I = \{(i, j)\}_{i=1}^m$. Let $x_i \in \mathbb{R}^d$ be the feature of item $i$. The item features can be assembled into a matrix $X \in \mathbb{R}^{n \times d}$, where the $i$-th row of $X$ is $x_i^T$. With these notations, the problem of rank aggregation with features can be stated as follows:

Given $n$ items, a set of observed comparisons $\{P_{ij} \mid (i, j) \in S_I\}$ and a feature matrix $X$, the goal is to “recover” the ranking of $s$.

Evaluation Metric for Recovery. Generally, it is impossible to recover the exact score of $s$ with only pairwise comparisons due to an identifiability issue. However, in ranking applications, only the relative order between items matters, not the exact score. Thus, we use the standard Kendall’s Tau metric to measure the ranking distance between $\pi$ and $s$:

$$D_{k\tau}(\pi, s) = \frac{1}{N} \sum_{i, j < s} 1(\pi_i > \pi_j), \quad N = \sum 1(s_i < s_j).$$

Therefore, to argue the effectiveness of an algorithm, the most ideal scenario is to show that its output $\pi$ exactly recovers the ranking of $s$ (i.e. $D_{k\tau}(\pi, s) = 0$) given only a small number of observed comparisons. However, such a goal is still too prohibitive since in certain scenarios $\Omega(n^2)$ clean comparisons are still required to achieve exact recovery [15]. To provide non-trivial results, one popular metric is to consider “$\epsilon$-recovery” as an approximate recovery scheme instead [15, 24, 28], where the goal is relaxed to derive an “$\epsilon$-accurate” ranking $\pi$ such that $D_{k\tau}(\pi, s) < \epsilon$ for any chosen tolerance $\epsilon > 0$. We will name several interesting results of $\epsilon$-recovery in the next subsection.

Related Work. Pairwise rank aggregation has received much attention in many areas. Popular approaches include direct learning on ranking scores [19, 28], probabilistic models [4, 20] and Markov Chain heuristics [22]. Traditional aggregation methods are designed to learn a total ranking based only on item-to-item comparisons and do not consider item features.

Several feature-based ranking models can also be adapted to rank aggregation if features are present. A major class of such models is learning-to-rank models, which were originally built to rank a list of new items. As examples, Rank-SVM [16], RankNet [6] and RankRLS [23] all train a model with both features and pairwise comparisons and can be applied to this problem under a transductive setting. However, compared to our model, these models have no theoretical guarantees when adapted to rank aggregation, and they can indeed fail to recover the underlying ranking both in theory and practice (see Section 6 in detail). A recently proposed model for dyad ranking [27] also learns a ranking from both features and item-specific scores, whose motivation is similar to our model. However, the authors do not provide theoretical guarantees of this model on dyad rank aggregation either.

One highlight of our model is its improved sample complexity guarantee. Sample complexity analysis for rank aggregation has received more attention recently, where the goal is to study the number of comparisons required to guarantee the derived ranking to be accurate. For example, Bleich and Lin [12] propose a matrix completion approach to recover the partially observed matrix of $Y$, where exact recovery is guaranteed with high probability given an observation of $O(n \log^2 n)$ random samples. Their approach, however, is applicable only if score differences are observed. For the more practical case $P_{ij} = \text{sgn}(Y_{ij})$, recovery is much more challenging. For example, Jamieson and Nowak [15] show that if the ranking score of an item
embeds the Euclidean distance to a reference point in a vector space, any algorithm needs $\Omega(n^2)$ comparisons to recover the exact ranking. This result is somehow pessimistic since it implies almost all pairwise comparisons are needed for exact recovery. However, non-trivial complexity can indeed be achieved if we consider approximate recovery instead. For example, Radinsky and Ailon [24] show that $O(n)$ comparisons on average suffice if $\epsilon$-recovery is considered. Wauthier et al. [28] also provide two algorithms that achieve $O(n)$ sample complexity for $\epsilon$-recovery and further show that the bound is tight. Compared to those works, we show that the sample complexity for $\epsilon$-recovery can be further improved to be sublinear in $n$ by carefully incorporating informative item features using the proposed model.

The use of features in our proposed model also shares similarities to recent works on incorporating side information in matrix completion [7, 8], but here the goal is ranking recovery instead.

3 RABF Model with Item Features

We propose a rank aggregation model where the ranking is learned by balancing between pairwise comparisons and feature information. In our framework, the ranking score of an item $i$ is modeled as $\mu_i x_i + r_i$, which can be interpreted as that the score is jointly estimated by two parts, one is contributed from features and one is from pure comparisons respectively, with balancing parameters $\mu_i$ controlling the importance of two information. We then solve for $w$ and $r$ by fitting observed pairwise comparisons as follows:

$$\min_{r \in \mathbb{R}^n, w \in \mathbb{R}^d} \sum_{(i,j) \in S} \ell((r_j - r_i) + w^T (\mu_j x_j - \mu_i x_i), P_{ij}) + \lambda_1 \|w\|^2 + \|r\|^2, \tag{1}$$

where $\|\cdot\|$ denotes the vector $\ell_2$ norm, and $\ell$ is some convex surrogate loss function. The underlying ranking is estimated by the ranking of the vector $D_{\mu}Xw^* + r^*$ where $D_{\mu} = \text{diag}([\mu_1, \ldots, \mu_n])$. Problem (1) is convex and can be efficiently solved by transforming it to an ERM objective. Details are left in Appendix A due to space limitations.

The choice of parameters $\mu_i$ is crucial in our model. Ideally, it can be set based on feature quality of the item $i$. However, in reality, feature quality of each item is usually unknown a priori. In this case, one can simply treat each feature equally by replacing all $\mu_i$ to be a single parameter $\mu$, and the resulting formulation becomes equivalent to the form:

$$\min_{r,w} \sum_{(i,j) \in S} \ell((r_j - r_i) + w^T (x_j - x_i), P_{ij}) + \lambda_w \|w\|^2 + \lambda_r \|r\|^2, \tag{2}$$

where $\lambda_w = \lambda / \mu^2$ and $\lambda_r = \lambda$. As a result, we only need to set $(\lambda_w, \lambda_r)$ instead of $\mu_i$, which can be determined using cross validation in practice. Since this scenario is more practical, we focus on problem (2) throughout the rest of the paper. We name the proposed model (2) “Rank Aggregation by Balancing Feature”, or RABF.

Connections to methods without item features. If $\lambda_w = \infty$, $w$ will be forced to zero, and RABF becomes an aggregation method without using any feature information. For example, the least-square based method proposed by [19] is to consider $P_{ij} = Y_{ij}$, $\ell$ to be squared loss, with $\lambda_r = 0$. The “ranking-SVM” model [28] is to consider $P_{ij} = \text{sgn}(Y_{ij})$ and $\ell$ to be hinge loss. Probabilistic models like Bradley-Terry [4] and its variant [20] can also be described in this form, where the loss comes from minimizing negative log-likelihood objectives. These methods, however, disregard informative features even if they are provided.

Connections to learning to rank. If $\lambda_r = \infty$, RABF becomes a model where ranking scores are estimated by a linear function of features. For example, RABF objective is equivalent to the objectives of learning-to-rank models such as Rank-SVM [16], RankNet [6] and RankRLS [23] by setting $\ell$ to be hinge, logistic and squared loss respectively. One can think of this case as adapting learning-to-rank models Rank-SVM/RankNet to rank aggregation with features under a transductive setting, where training and testing items are the same. However, since ranking scores come from a linear function of features, these models can only guarantee recovery of the true ranking only if $s$ is in the column space of the feature matrix $X$. If features are only partially correlated to $s$, the ranking obtained from these models can be inaccurate. In real-world problems, features are usually noisy and far from linear, so adapting Rank-SVM often results in poor performance even if most comparisons are observed. This issue may be resolved by mapping features to a high dimensional space using kernels, but we will see that empirically RABF outperforms kernel Rank-SVM, suggesting that RABF is better than adapting learning-to-rank models.

In brief, by balancing between $(\lambda_w, \lambda_r)$, RABF is more effective compared to these two classes of existing models, as it not only leverages feature information but is also more robust to noisy features.

4 Sample Complexity Analysis

In this section, we theoretically justify the usefulness of features in RABF model. We formally quantify the quality of features in Section 4.3 and show that given reasonably good features, RABF only requires sublinear number of clean comparisons to achieve $\epsilon$-recovery.
in Section 4.4. We then further generalize the results to noisy comparison case in Section 4.5. These results suggest that RABF is more efficient in learning accurate ranking by leveraging item features. All proofs of theorems and lemmas can be found in Appendix B.

4.1 Preliminaries

We consider the equivalent hard-constraint form of the original RABF formulation (2) as follows:

\[ \min_{\theta} \sum_{(i,j) \in S_I} \ell(\theta^T \tilde{x}_{ij}, P_{ij}), \text{ s.t. } \|w\| \leq W, \|r\| \leq R, \]  

(3)

where \( \theta = [w; r], \tilde{x}_{ij} = [x_j - x_i; e_j - e_i] \) where \( e_t \) denotes the unit vector on the \( t \)-th axis. Let the set of feasible \( \theta \) defined as \( \Theta = \{ \theta = [w; r] | \|w\| \leq W, \|r\| \leq R \} \), and the set of functions \( F_\Theta = \{ f : x \rightarrow \theta^T x | \theta \in \Theta \} \). Let \( \theta^* \) be the optimal solution of problem (3) and \( \pi^* = Xw^* + r^* \) be the output ranking scores. We also assume that the underlying scores are bounded, i.e. \( \|s\|_\infty \leq T \), and \( d = O(1) \) as feature dimension does not grow as a function of \( n \).

For any feasible \( \theta \in \Theta \) and its corresponding ranking score \( \pi = Xw + r \), its Kendall’s Tau distance to \( s \) can be expressed as the following expected risk quantity:

\[ D_{kT}(\pi, s) \equiv R(f) = \mathbb{E}_{(i,j)}[1(\text{sgn}(f(\tilde{x}_{ij})) \neq \text{sgn}(Y_{ij}))]. \]

Since optimizing the non-convex 0-1 loss is hard, the “\( \ell \)-risk” defined on a convex surrogate \( \ell \) is usually considered instead. For the case where comparisons are score differences, the \( \ell \)-risk can be defined by:

\[ R_\ell(f) = \mathbb{E}_{(i,j)}[\ell(f(\tilde{x}_{ij}), Y_{ij})], \]

\[ \hat{R}_\ell(f) = \frac{1}{m} \sum_{(i,j) \in S_I} \ell(f(\tilde{x}_{ij}), Y_{ij}). \]

The term \( Y_{ij} \) is replaced by \( \text{sgn}(Y_{ij}) \) if comparisons are only the sign of score differences. Note that if observed comparisons are noiseless, our RABF model is to find \( \theta^* \) parameterizing \( f^* = \arg \min_{f \in F_\Theta} \hat{R}(f) \). For clarity, we will first focus on the noiseless comparison case from now on. We will generalize the results to the noisy comparison case in Section 4.5.

4.2 Sampling with Replacement

In our analysis, we consider that each \( (i,j) \in S_I \) is sampled from the distribution \([1 \ldots n] \times [1 \ldots n] \) uniformly i.i.d., i.e. randomly sample \( m \) comparisons with replacement. It may appear that the sampling with replacement model is unsuitable for analysis as entries in \( S_I \) could be repetitive. However, it turns out that we can bound the probability of RABF failing to attain \( \epsilon \)-recovery when \( S_I \) is sampled from the collection of sets of size \( m \) by the sampling with replacement model:

**Proposition 1** (Reduction of Sampling Models). The probability that RABF fails on the model where the set of observed comparisons is uniformly sampled from the collection of sets of size \( m \) is no greater than the probability that RABF fails on the model where \( m \) comparisons are sampled independently with replacement.

Here, the failure event is defined as the output ranking fails to \( \epsilon \)-recover the true ranking (i.e. \( D_{kT}(\pi^*, s) \geq \epsilon \)). This proposition facilitates us to focus on the sampling with replacement model in the following discussion.

4.3 Measuring the Quality of Features

We now quantify the quality of features using Rademacher model complexity, a learning theoretic tool to measure the complexity of a function class. We show that “good features” will lead to a lower model complexity, and as a result, a good ranking can be guaranteed with fewer comparisons. We begin with the following lemma to bound the expected \( \ell \)-risk:

**Lemma 1** (Bound of excess risk [2]). Let \( \ell \) be a loss function with Lipschitz constant \( L_\ell \) bounded by \( B \), and \( \delta \) be a constant where \( 0 < \delta < 1 \). Then, with probability at least \( 1 - \delta \), for all \( f \in F_\Theta \) we have:

\[ R_\ell(f) \leq \hat{R}_\ell(f) + 2L_\ell \mathbb{E}_{S_I} \left[ \mathcal{R}(F_\Theta) \right] + B \sqrt{\frac{\log 1/\delta}{2m}}, \]

where \( \mathcal{R}(F_\Theta) := \mathbb{E}_s \left[ \sup_{f \in F_\Theta} \frac{1}{m} \sum \sigma_f(x_{ij,l}) \right] \) is the Rademacher complexity of the function class \( F_\Theta \).

Also, we introduce some definitions on features \( X \) used in the analysis. A feature matrix \( X \) is said to be \( \gamma \)-close if \( \gamma \leq \min_i \|x_i\| / \|x\| \), where \( \|x\| = \max_i \|x_i\| \). Let \( X = USV^T \) be the reduced SVD of \( X \), and \( U_\mu(V_\mu) \) be the left (right) singular vectors with singular values at least \( \mu \sigma_1 \). With above notations, the following lemma further relates feature quality to model complexity:

**Lemma 2** (Connection Between Model Complexity and Features). Let features \( X \) be \( \gamma \)-close and \( \mu \in (0, 1) \) be a constant. By setting constraints in (3) to be:

\[ W = \frac{\sqrt{\delta}}{(\mu \gamma \sqrt{n})} \|d\| \quad \text{and} \quad R = \|r\|, \]

(4)

where \( d = U_\mu U_\mu^T s \) and \( r = s - d \), the expected Rademacher complexity is bounded by:

\[ \mathbb{E}_{S_I} \left[ \mathcal{R}(F_\Theta) \right] \leq \left( \frac{2m}{\mu \gamma \sqrt{n}} \|d\| + \|r\| \right) \sqrt{\frac{\delta}{m}}, \]

(5)

As an explanation, \( d \) is the projection of \( s \) on the important part of feature space \( U_\mu \), and \( r \) is the residual that is not covered by \( U_\mu \). Since \( d = O(1) \), as \( n \) goes large, the second term in (5) dominates the model complexity to be \( O(\|r\| / \sqrt{m}) \). As we will see shortly, a smaller model complexity will lead to better guarantee, therefore a feature set can be regarded as good if the resulting \( \|r\| \) is small. Such a measurement matches the intuition of good features because smaller \( \|r\| \) can be accomplished if a large portion of \( s \) lies on \( U_\mu \), i.e. much of the underlying ranking information is contained in the informative part of feature space.
4.4 Guarantees for Noisyless Comparisons

With the above lemmas, we can now derive the theorems which guarantee the Kendall’s Tau distance between the ranking from RABF model and the true ranking for the noisyless comparison case.

**Theorem 1** (Guarantee for \(P_{ij} = Y_{ij}\)). Let \(\delta \in (0, 1)\) be a constant. Suppose the following assumptions hold:

- a. We observe \(m\) clean pairwise comparisons \(P_{ij} = Y_{ij}\) under the sampling with replacement model.
- b. Feature matrix \(X\) is \(\gamma\)-close with bounded \(\mathcal{X}\).
- c. The convex surrogate loss function \(\ell\) is bounded for each \(P_{ij}\), with \(\ell(x, x) = 0\).

Then by setting \(W\) and \(R\) as (4), with probability at least \(1 - \delta\), the optimal \(\pi^*\) from problem (3) satisfies:

\[
D_{K\tau}(\pi^*, s) \leq O \left( \sqrt{d + \|r\|} \sqrt{\frac{1}{m}} \right) + O \left( \sqrt{\log \frac{1}{\delta}} \frac{1}{m} \right).
\]

**Theorem 2** (Guarantee for \(P_{ij} = \text{sgn}(Y_{ij})\)). Let \(\delta \in (0, 1)\) be a constant. Suppose the following assumptions hold:

- a. We observe \(m\) clean comparisons \(P_{ij} = \text{sgn}(Y_{ij})\) under the sampling with replacement model.
- b. Feature matrix \(X\) is \(\gamma\)-close with bounded \(\mathcal{X}\).
- c. The convex surrogate loss \(\ell\) is bounded for each \(P_{ij}\).

Then by setting \(W\) and \(R\) as (4), with probability at least \(1 - \delta\), the optimal \(\pi^*\) from problem (3) satisfies:

\[
D_{K\tau}(\pi^*, s) \leq O \left( \sqrt{d + \|r\|} \sqrt{\frac{1}{m}} \right) + O \left( \sqrt{\log \frac{1}{\delta}} \frac{1}{m} \right),
\]

where \(R_{\ell} = \inf_{f} R_{\ell}(f)\). The sample complexity of RABF can thus be derived as follows.

**Corollary 1** (Sample Complexity for Noisyless Comparisons). Given any \(\epsilon > 0\) and suppose assumptions a-c in Theorem 1 hold. Then with sufficiently large \(n\), \(O(\|r\|^2/\epsilon^2)\) comparisons are sufficient for RABF to guarantee an \(\epsilon\)-accurate ranking.

The same sample complexity can be derived for the case \(P_{ij} = \text{sgn}(Y_{ij})\) provided that \(\hat{R}_{\ell}(f^*) - R_{\ell} = O(\epsilon)\). Corollary 1 suggests that for a better feature set (i.e. smaller \(\|r\|\)) fewer comparisons are required to achieve an \(\epsilon\)-accurate ranking. In particular, if feature quality is sufficiently good such that \(\|r\|^2 = o(n)\), the sample complexity becomes only \(\text{sublinear}\) to the number of items. To show the scenario is realistic, we provide two concrete instances for such a scenario as follows.

**Theorem 3** (Example Scenarios for Sublinear Sample Complexity). Let \(X^* \in \mathbb{R}^{n \times d}\) be a feature set where \(s \in \text{col}(X^*)\) and \(d = O(1)\). Suppose now \(O(\log n)\) items are corrupted in either of the following scenarios:

1. Each corrupted item \(i\) has perturbed feature \(x^*_i + \Delta x_i\), where \(\Delta x_i\) are Subgaussian variables, \(\|\Delta x_i\|_{\infty} \leq \xi\) with a constant \(\xi\).

<table>
<thead>
<tr>
<th>Method</th>
<th>(|r|^2 = o(n))</th>
<th>(|r|^2 = O(n))</th>
</tr>
</thead>
<tbody>
<tr>
<td>RABF</td>
<td>(o(n))</td>
<td>(O(n))</td>
</tr>
<tr>
<td>Comparison only</td>
<td>(O(n)) (and also (\Omega(n)))</td>
<td>(\Omega(n))</td>
</tr>
<tr>
<td>Rank-SVM</td>
<td>Cannot recover unless (s \in \text{col}(X))</td>
<td>(\Omega(n))</td>
</tr>
</tbody>
</table>

Table 1: Sample complexity of various methods. We see that RABF is the only one that not only always recovers the ranking with enough samples but also achieve sublinear complexity provided good features.

2. Each corrupted item \(i\) has shuffled feature \(x^*_i\) from another corrupted item \(j\).

Then, given such a corrupted feature matrix \(X\), \(O(\log n)\) comparisons are sufficient for RABF to guarantee an \(\epsilon\)-accurate ranking.

**Comparisons with Other Models.** We highlight the strength of our result by comparing to other methods. First, for methods without features, it has been shown that any algorithm based only on comparisons requires at least \(\Omega(n)\) comparisons for \(\epsilon\)-recovery [11, 28]. Compared to them, our RABF model has sample complexity at most \(O(n)\) since \(\|r\| \leq |s| = O(\sqrt{n})\), suggesting that RABF is at least as good as any method based purely on comparisons. Note that it is reasonable to meet the \(\Omega(n)\) lower bound even if given features, as in an extreme case where \(X\) is a random matrix, the given information is same as the case where only comparisons are given. However, in practice, features are expected to be informative, and our results show that we can asymptotically improve sample complexity by leveraging informative features using RABF model.

On the other hand, methods adapted from learning-to-rank usually cannot even guarantee recoverability if \(s\) does not perfectly lie in the feature space (see discussions in Section 3). Thus, given a general feature set, the true ranking \(s\) may be infeasible, in which case the recovery may not be attained even if all \(n^2\) clean comparisons are observed. Compared to them, true ranking is always feasible in RABF given any feature set and an \(\epsilon\)-accurate ranking is guaranteed with \(O(n)\) comparisons. The above comparisons are summarized in Table 1 and will also be empirically supported in Section 6.1.

4.5 Guarantees for Noisy Comparisons

So far, our analysis focuses on the case where comparisons are clean. We now further show that RABF can also achieve efficient learning even if comparisons are noisy. We consider a standard “flip-sign model” [5, 28] where each observed comparison may be corrupted by flip-sign noise as \(P_{ij} = -\text{sgn}(Y_{ij})\) with probability \(p_c\) or remain clean as \(P_{ij} = \text{sgn}(Y_{ij})\) otherwise, where \(p_c \in [0, 0.5]\) is the comparison noise level. Then, the following theorem shows that we can still obtain an
accurate ranking efficiently from the RABF model:

**Theorem 4 (Sample Complexity for Noisy Comparisons).** Let $X$ be a $\gamma$-close feature set, and each $P_{ij}$ is now observed under the flip-sign model with $\rho_c \in (0, 0.5)$. Then by solving RABF model with squared loss, $O(||r||^2/(1 - 2\rho_c)^2c^2)$ comparisons suffice to guarantee an $\epsilon$-accurate ranking.

The theorem shows that in noisy comparison case, RABF can achieve $\epsilon$-recovery with the same order of sample complexity (w.r.t. $n$) as in noiseless case, and the extra price to pay is a $1/(1 - 2\rho_c)^2$ factor. Thus, given a fixed noise level $\rho_c$, sublinear sample complexity can still be achieved provided informative enough features (i.e. $||r||^2 = o(n)$). It suggests that by leveraging features, RABF model can also learn the underlying ranking efficiently in noisy comparison case.

5 Extensions

In this section, we turn our attention to another two related problems—online rank aggregation and rank prediction of new items. Though settings and goals of these problems seem to be different from rank aggregation, we show that by extending the RABF model, we can also approach these problems more effectively by leveraging item features.

5.1 Online Rank Aggregation with Features

The online rank aggregation problem is widely considered in modern rating systems, e.g. Glicko [13] and TrueSkill [14]. The problem can be stated as follows. Given $n$ items and a feature matrix $X$, the learner can only observe a single comparison $P_{ij}$ at each time stamp $t: 1 \leq t \leq T$ and is asked to output an estimate ranking of $s$ at time $T$. The problem is at least as hard as (batch) rank aggregation, since by a reduction, it can be shown that $\Omega(n)$ is still the lower bound for any method based only on online comparisons. However, it is not clear if such a $\Omega(n)$ barrier can be also tackled by making use of features as in the batch setting.

We propose an online extension of RABF to achieve sublinear sample complexity for online rank aggregation. The core concept is to solve the RABF model by performing a stochastic gradient update on $(w, r)$ for each $P_{ij}$ observed at time $t$. By doing so, we can further prove that online-RABF only requires $O(||r||^2/c^2)$ online comparisons to output an $\epsilon$-accurate ranking, which again implies that given good features such that $||r||^2 = o(n)$, a sublinear number of samples suffices. See Appendix C for detailed algorithm and theoretical analysis and Section 6.2 for experimental results.

5.2 Rank Prediction of New Items

We now consider another different task—rank prediction of new items. Suppose in the training phase we are given the feature matrix $X$ of $n$ items and a set of comparisons between these items, and in the testing phase, we are given another new item where only its feature $x_{\text{new}}$ is available. The task is to predict the rank of that new item among the seen items given in the training phase.

As an advantage of leveraging feature information, our model could be extended to this problem by first deriving a ranking of training items using RABF model and predicting the ranking score of the new item simply by $w^Tx_{\text{new}}$. The rank of $w^Tx_{\text{new}}$ in sorted $Xw + r$ will be the predicted rank of the new item. This can be viewed as treating the new item having 0 comparison score (so $r_{\text{new}} = 0$) as a priori and only using its feature score to decide its ranking score.

Readers may notice that feature-based models like Rank-SVM could also be adapted to this problem in a similar way, and it is natural to ask what is the advantage of adapting RABF rather than other feature-based models. Indeed, it may appear that RABF is no better than other feature-based methods for rank prediction since there is no comparison information for new items that RABF can leverage. However, interestingly, we found that RABF outperforms Rank-SVM if features are noisy (see Section 6.2). To explain the result, note that the rank of new item is decided by the rank of its predicted score among scores of training items, so how accurate the model recovers the ranking of training items also influences the performance. Thus, since RABF better recovers the ranking of training items when features are noisy, it will also rank new items more accurately in such cases.

6 Experiments

We first conduct experiments on rank aggregation on both synthetic and real datasets in Section 6.1. We show that proposed RABF model is effective in two aspects: 1) it is more robust to noisy information, and 2) it needs fewer comparisons to obtain a good ranking. In Section 6.2, we conduct experiments on online rank aggregation and rank prediction for new items, showing that the extensions of RABF also improve performance on these problems by leveraging item features.

6.1 Experiments on rank aggregation

**Experiment setup.** We select two representatives of the RABF model. For $P_{ij} = Y_{ij}$, we consider RABF-
are selected via cross validation with parameter set

can be seen in Appendix E. Parameters of each model

created as follows. We generated a true ranking score

isons

log(1+

Due to limited space, we only display the plots for

Settings of each method are summarized in Table 2.

as follows. For each observed

s

vary

from 0 to 1. We apply each method to es-

s

and rank prediction of new items

Finally, we also conduct experiments to show that
given good features, RABF requires much fewer (i.e.
sublinear) number of samples to achieve ε-recovery as
an empirically support of theoretical results. The
results are left in Appendix D due to limited space.

Real-world datasets. We now show the effective-
ness of RABF on real-world datasets where features
are typically noisy. We first consider the Forbes rank-
ing of the world’s biggest public companies, in which
experts ranked the top-2000 global companies in 2014
based on mixed performance factors. For each com-
pany, we also collected its features \( x_i \in \mathbb{R}^{152} \) corre-
lated to its rank, such as its country, industry, and
financial indices. To conduct the experiment, we ran-
domly sampled \( m \) clean comparisons from underly-
ing true ranking with various \( m \), and applied each method
to estimate the ranking list given feature set \( X \) and \( m \)
comparisons. The results are shown in Figure 1c. We

can observe that RABF achieves the best Kendall’s
Tau given the same number of comparisons.

Finally, we consider an application of ranking sports
teams. We consider an NBA matchup dataset [3],
where 30 teams had \( m = 1144 \) matchups in 2008-
2009 regular season. For each team, a 13-dimensional
feature vector is also collected from the team’s perfor-
mane last season, such as the total points, assists and
rebounds the team made. Apparently, these features
should be only partially correlated to team ranking
since each team may make some upgrades during the
off-season. The goal is to take both matchup results
and team features to produce a good ranking of teams.

The experiment is conducted as follows. We take the
first \( m/k \) games in the season as training comparisons
to derive a team ranking \( \pi \) and evaluate the ranking
by using \( \pi \) to predict winning teams on the remain-
ing \( m(k-1)/k \) games. For each remaining game, we sim-
ply predict the team with the higher rank wins, and
a good ranking should result in higher accuracy (or
lower error rate). Note that the best ranking \( \pi_{\text{opt}} \) for
prediction is the ranking based on teams’ winning per-
centage in the remaining games. Thus, we evaluate the
ranking \( \pi \) using the following relative error criterion:

Rel-err(\( \pi \)) = Acc achieved by \( \pi_{\text{opt}} \) – Acc achieved by \( \pi \).

The results are shown in Figure 1d. We see that RABF
generally achieves lower error compared to others.
In particular, RABF-LOG performs the best when the
training games are few (i.e. larger \( k \)), suggesting that
a good ranking can be derived with fewer comparisons.

6.2 Experiments for online rank aggregation
and rank prediction of new items

We now show that the extensions of RABF model also
improve performance on online rank aggregation and
rank prediction of new items. Details of the extensions of RABF are stated in Section 5.

**Online rank aggregation.** We first compare the online extension of RABF-LOG (oRABF-LOG) with two state-of-the-art online rank aggregation methods, Glicko2 [13] and TrueSkill [14]. We consider synthetic datasets where \( n = 1000, \rho_c = 0.1, \) with \( \rho_f \) from 0.05 to 0.95. 3 We online update all methods given a comparison at each time and plot their performance versus number of online comparisons \( T \) in Figure 1e. We first observe that the performance of Glicko2 and TrueSkill are almost identical as Kendall’s Tau drops linearly when \( T \) increases. On the other hand, oRABF-LOG performs at least as good as Glicko2 and TrueSkill even when features are noisy (\( \rho_f \geq 0.75 \)), and the performance is significantly improved when features become informative. In particular, with reasonably good features (\( \rho_f \leq 0.25 \)), oRABF-LOG is able to output a ranking with bounded \( D_{kr} \) after only sublinear number of online comparisons are seen. This experiment shows the effectiveness and sublinear sample complexity of online RABF model described in Section 5.1.

**Rank prediction of new items.** Finally, we show that the RABF model is also useful for rank prediction of new items as stated in Section 5.2. We consider synthetic datasets where \( n = 1000, m = 10n, \rho_c = 0 \) and \( \rho_f \) from 0 to 1. For each \( \rho_f \), we randomly select an item \( i \) (with feature \( x_i = x_{new} \)) as the testing new item, and the other 999 items as given items for training. We train both RABF-LOG and Rank-SVM on seen items, use the obtained models to predict score of the testing item (which is \( w^T x_{new} \)) and evaluate the prediction using the following pairwise error metric:

\[
1/(n-1)\sum_{i\neq j}1[\text{sgn}(s_j-s_i) \neq \text{sgn}(w^T x_{new})].
\]

We repeat the procedure 100 times for each \( \rho_f \) and plot the average pairwise error in Figure 1f. We observe that while RABF-LOG and Rank-SVM perform similarly with good features, RABF-LOG gives better prediction when features become noisy. As explained in Section 5.2, the performance will be influenced not only by the prediction of the new item but also by the recovered ranking of seen items. Thus, RABF achieves lower error rate when features are noisy because it can estimate the ranking of seen items more accurately in such a case (also see Figure 1a for support).

7 Conclusions

We propose a new RABF model to exploit item features for rank aggregation problem. The effect of features is analyzed and an improved sample complexity of the model is derived with the aid of features. The model is also shown to be advantageous on online rank aggregation and predicting rank of new items. The effectiveness of the proposed model is also empirically supported by several experiments. These results show the usefulness of item features under the context of ranking in both theory and practice.
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