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Abstract

We develop computationally efficient algorithms
for online multi-class prediction. Our construc-
tion is based on carefully-chosen data-dependent
surrogate loss functions, and the new methods
enjoy strong mistake bound guarantees.

To illustrate the technique, we study the combi-
natorial problem of node classification and de-
velop a prediction strategy that is linear-time per
round. In contrast, the offline benchmark is NP-
hard to compute in general. We demonstrate the
empirical performance of the method on several
datasets.

1 Introduction

As a motivating example, consider the problem of classify-
ing nodes in a network in an online manner. On each round,
we make a multi-class prediction, observe the outcome, and
move to the next node. The aim is to incur a small num-
ber of mistakes by taking advantage of the known network
structure. Properties of the graph that may lead to better
prediction accuracy in this natural prediction problem have
been investigated in [9, 10, 4, 17, 12], among others.

How does one model such a multi-class prediction prob-
lem, and what are the good prediction methods? The first
two sections of this paper are devoted to these general ques-
tions, and the later sections address the particular problem
of node classification.

Let y1,...,y, be a sequence with values in {1,... k} £

[k] that we wish to predict in an online manner. If we de-
note by y: = y:(y1, ..., yt—1) € [k] the (possibly random-
ized) prediction made by an algorithm .4 on round ¢, the ex-
pected average number of mistakes incurred on a sequence
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where 1 {-} is the indicator function. For any algorithm A4,
the function p 4 can be shown to satisfy

1 1
D kaly)=1- 1. @)
y

In words, the performance of any algorithm, when aver-
aged over all possible sequences, cannot be better than ran-
dom guessing. This version of a No-Free-Lunch Theorem
should come as no surprise, since we have not made any
assumptions or specifications that distinguish one sequence
from another.

Prior knowledge about the prediction problem at hand may
be formalized by positing distributional assumptions on the
sequence, a prevalent approach in time-series prediction.
In the context of node classification, this might involve an
assumption on the process that generated the graph, such as
the Stochastic Block Model with latent class memberships.

An alternative approach is to directly model the solutions to
the prediction problem, bypassing the step of modeling and
estimating the stochastic process generating the data. This
paper is devoted to this second approach, which appears
to be a convenient alternative for complex online problems
such as node classification in a social network. It has also
been shown that this latter approach, aimed directly at the
problem of prediction rather than the problem of estima-
tion, may circumvent computational hardness of finding the
best model given the data [13]. Let us now describe this ap-
proach.

From (2), an algorithm may be better on some sequences
(in terms of the expected average number of mistakes) only
at the expense of being worse on some other sequences.
This immediately suggests a modeling approach: pick an
algorithm A such that x4 is small on the sequences we ex-
pect to see in practice. For instance, in node classification,
we might hope to develop an algorithm with small 14 on
sequences of node labels that do not have too many dis-
agreements on the edges of the graph. At the outset, it is
not entirely clear that this task is possible in general. More
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precisely, suppose we pick a function ¢ : [k]” — R that
should control the expected number of mistakes on each
sequence. Is there an algorithm that guarantees p 4 = ¢?

For k = 2, this question was asked and answered by Cover
[7]1. More precisely, Cover’s result states that under the
stability condition

(..., 1,...) — (..

(for any coordinate, keeping the rest fixed), there is an al-
gorithm satisfying p4 = ¢ if and only if 27" Zy o(y) =
1/2. The proof of this fact relies crucially on the stabil-
ity condition (3), which ensures that a certain optimization
problem has a solution within the probability simplex.

2,0 < 1/n, 3)

For k > 2, the analogous result may be stated as:

Lemma 1. Suppose ¢ : [k]™ — R has the stability prop-
erty

k
1 . 1
- LOHUNP RS SUCRUNDES S

for any coordinate. Then there exists an algorithm A with
the expected average number of mistakes function 4 = ¢
if and only if

Eo(uy,...,up)=1—— 5)

where w;’s are independent uniform on [k]). Moreover, the
randomized algorithm A has an explicit form: on round t,
given y1,...,Yi—1, the probability distribution q; for pre-
dicting the class label is given by

1 1o
Gli) = ¢ +vi— > (6)
j=1

where the scores 1); are computed as

Vi = *nEﬁb(yh e

ayt—laivut+17"'7un)' (7)

The proof is postponed to the Appendix.

Lemma 1 should be viewed as a tool for modeling
prior knowledge without stochastic assumptions on the se-
quence. As soon as (5) is verified for the chosen function
¢, there is an explicit algorithm with a guaranteed perfor-
mance 1 4(y) = ¢(y) on all sequences.

Occasionally, it is easier to check that the inequality
E¢(ui,...,u,) > 1 — 1 (rather than the equality) holds.
In this case, the algorithm is guaranteed a mistake bound

paly) < é(y) forally € [k]™.

A standard approach to constructing ¢ is to take F' C [k]™
and define

o(y) = du(y, F) + Cn(F) ®)

for the normalized Hamming distance
1 n
du(y,F) £ min — ) 1 9
w(y, F) £ min — ; {w: # yi} ©)

and C,(F) a constant that measures “complexity” of F.
From (5), the smallest allowed value of C,,(F’) is

1
Co(F) = (1 - k) CEBd(w.F)  (10)
1< 1
= max ~ > B 11
$2§nt=16wtet k an

where e; is the jth standard unit vector and u =
(u1,...,up). For k = 2, this value of C,,(F') can be writ-
ten as half of the Rademacher averages of the set F, a result
that has appeared many times in the literature (e.g. in [5],
where elements of F' are termed static experts). Indeed, the
reader familiar with the online learning literature will rec-
ognize (8) as an upper bound in the regret inequality and
C,,(F) as the regret with respect to the set F' of “experts.”

Lemma 1 together with the standard definition (8) can be
employed to model many interesting prediction problems.
Consider, once again, the problem of online node classifi-
cation on a network. How can the graph structure help us in
making good predictions? As already mentioned, one basic
property we may expect is label similarity for neighboring
nodes. To capture this “smoothness” of the labeling with
respect to the graph in the ¢ function, one may define a set
of x-smooth labelings as the set

F.={welk":w'Lw <k} (12)

in terms of the graph Laplacian L and a parameter x, and
then define ¢ as in (8) (recall that L = D — A where D is
the diagonal matrix of node degrees and A is the adjacency
matrix). This approach was investigated in [13].

To compute the prediction when ¢ is defined as in (8), one
needs to be able to evaluate ¢, which is an integer program
(maximization of a linear function over the discrete set F’).
While this computation may be NP-hard—e.g. for the case
when F; in (12) is defined with respect to a weighted graph
Laplacian with negative weights—the authors of [13, 12]
proposed polynomial-time methods that nearly attain the
mistake bound of ¢(y). The idea is to relax the combi-
natorial subset F', used in the definition of ¢, to a larger
subset of the hypercube with a polynomial number of con-
straints, so that the optimization problem can be solved
in polynomial-time. As shown in [13, 12], the integral-
ity gap for relaxing the integer program only appears in
the lower-order term C, (F"), which is good news from the
point of view of prediction accuracy. However, while the
approach leads to polynomial-time methods, the algorithms
are not easily implementable and not computationally effi-
cient in practice on large-scale problems. The obstacle is,
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in fact, the stability condition (4), as it forces the optimiza-
tion problem to be some approximation to the combinato-
rial problem restricted to the hypercube.

In summary, the applicability of Lemma 1 is limited by
the stability condition (4), and the methods developed so
far (for combinatorial prediction problems described in
[13, 12]) are polynomial-time, but may not be efficient in
practice. This served as a motivation for the present paper.

When computational efficiency is a concern, a natural ap-
proach is to employ a convex surrogate loss function £ that
serves as an upper bound on the zero-one loss. As a first
attempt, we may define

n

1 /
¢(y) = min — ;E(wt,yt) +CL(F).  (13)

However, the stability condition required by the lemma
fails for interesting loss functions, such as the hinge loss,
and Lemma 1 no longer applies. A different approach is
needed.

The use of convex surrogates, such as the hinge loss, has a
long history within both online and statistical learning, with
roots in the analysis of Perceptron and large-margin classi-
fiers, and dating back to the early days of Machine Learn-
ing. Within the context of online supervised learning, the
surrogate-loss approach leads to mistake bounds for linear
predictors (see [11, 8, 15, 6] and the references therein) in
terms of the surrogate loss of the best classifier. In contrast,
Lemma 1 with ¢ defined in (8) yields a prediction method
that enjoys a mistake bound in terms of the zero-one loss
of the comparator (rather than a surrogate loss), and the
method can be polynomial-time if F' can be relaxed as in
[13, 12]. Therefore, it is natural to ask whether the use of
a surrogate loss function can further speed up computation
and still yield a mistake bound in terms of the zero-one loss
of the comparator. In the next section we indeed show that
this is possible, with an interesting transition between bi-
nary classification and k& > 2.

The main contribution of this paper is a new approach
to multi-class classification that employs a carefully-
constructed data-dependent surrogate loss. Section 2 is de-
voted to this general analysis. Section 3 is devoted to the
node classification problem, while Section 4 contains ex-
periments.

We close this section with an informal statement about the
prediction performance and running time of the developed
method for node classification.

Theorem 2 (Informal, see Theorem 6). Consider the set
F,, defined in (12) and let M = (=L + 5~1,) ™", with
I, identity and L the graph Laplacian. There is an O(n)
per round algorithm A with expected average number of

mistakes |14 at most
1
du(y, F..) + —/2 - trace(M),
n

for k = 2. For k > 2, the first term gains a multiplicative
factor 2 (1 — %)

2 Surrogate Loss

Why is stability (4) required for Lemma 1? For brevity, let
us drop the time index ¢ and consider a single time step.
Denoting by ) the average of all v;, the condition (i) > 0
for all 7 is equivalent to

Y —miny; < 1/k, (14)

which follows from the stability condition (4) and the def-
inition of ;. Hence, stability of ¢ is a sufficient condition
for ensuring that ¢ is a proper probability distribution.

A general approach to designing a surrogate loss function is
to first compute scores ¢ = (¢1, ..., vy) that correspond
to “likelihood” of each class for the given example. We will
compute these scores in a manner different from (7), and,
in particular, we will not be able to guarantee (14). Yet,
we will design a prediction strategy that will coincide with
(6) if it happens that the scores do satisfy (14). Hence, this
paper provides a strict generalization of Lemma 1.

In the setting of supervised learning with side-information
2 and multi-class label y, scores are typically computed as
functions of the z-variable (see e.g. [16, Chapter 17]). For
the online multi-class prediction problem, we also follow
the route of calculating the scores, but the analysis will be
more intricate since the scores depend on the global struc-
ture of F'. The scores will be computed as solutions to a
certain optimization problem, and, for the time being, sup-
pose that v;’s are given to us.

A natural approach to extending Lemma 1 beyond stability
is to construct g greedily. Let us find the level 7 such that

k

> il =1, (15)

i=1

where [a]+ = max{a, 0}, and define the support set
S(W)={jelkl:¢; >}

of size s 2 |S(¢/)| and the distribution g = ¢(1)) via

g =W; =7l =W —7)-1{j € S(¥)} .

Just as in Lemma 1, the value g; can be written as

G=t40-2 3w 1esw). a6
g ® iest)



Efficient Online Multiclass Prediction on Graphs via Surrogate Losses

U1

Figure 1: Blue region represents the distribution q.

Henceforth, we shall encode the class label by the standard
basis vector y € {eq,...,ex}.

Forg € RFandy € {ey,...,
surrogate loss as

Ly(g,y) = { f(f’ yi

g y+

er } we define a 1)-dependent

ify ¢ S(v¥)
ify € S(v)

2 jes(y) 931
[S()]

for any surrogate loss function ¢ : RF x {ey, ...
with the property that

,ek}—>R

£(b,y) > 1 whenever y ¢ S(4).

We now claim that £, is a surrogate loss function in the
following sense:

Lemma 3. For any ¢ € R¥ and any j € [K],

Egq) [1{7 # y}]
—[&(ej, ) 1{y €S(W)} +1{y #¢e;} 1{y € S(¥)}]
§€¢(¢7 )_&/J(ej’ ) (17)

Before proving the Lemma, let us interpret the result. We
think of the statement as an interpolation between the
“nice” case when stability holds and the case when it does
not hold. If ¢ satisfies stability (14), S(¢)) = [k] and the
left-hand side of the inequality (17) is

Egeq) [1H{Y # y}] — 1{y # ¢},

which corresponds to the situation in Lemma 1 when ¢ is
defined as in (8). That is, the expected error is compared
to the zero-one loss. If the support of the distribution q is
smaller than [k] and y is outside this support, the zero-one
loss of the prediction strategy is compared instead to the
surrogate loss of the comparator.

Proof of Lemma 3. First, for any j € [k] and any y ¢

S(w)’
é’(/)(ej’ y) = f(ejv y)
On the other hand if y € S(¢), then for any j € [k]

Ziesw) ej(1) —1
IS(¥)]
ZiES(w) ej(i) —1
S(¥)|

Cylejy) =1—e]y+

=1{e; #y} +

<1{e; #y}.

The expected classification loss when the prediction is
drawn from q is simply

Ejugl {T#y}=1-q"y.

From the form of ¢ in (16) (which we now write as g(1))
to emphasize the dependence on the given score vector), if

y ¢ S(¥),
1—q(y) Ty =1<EW,y).
On the other hand, when y € S(1)),

1—q) y=1—v, +

Z i —1

1
sl |4,

Hence, we have that

Egnqw) {7 # ¥} =1 - a(@) "y < ly(.)
and for any j € [k],
(e, y)1{y ¢ S(V)} +1{y # ¢;} 1{y € S(¢)}
> Ly(ej,y).

O

We now bring back the time index ¢. Elements of F' C [k]"
will now be denoted by f, and, abusing the notation, f;
shall stand for the basis vector associated to the class f; (to
avoid writing double subscripts in ey, ). We proved

n

ZytNE 1{y: # vt}

— inf {Z ( (fe,ye)1 {ye & S(¥e)}

fer =

+1{ye # fi} 1{y: € S(%/Jt)})}

S Zg"‘/’t (whyt) — inf Zg’l/)t(ftayt)v
t=1 feri=

Using convexity of the loss for any v and y, we have that,

Cp(g9,y) — Ly y) < Voly(g,y) (g — 1)
for any g, h € R*. Thus

n

> E G Au) (18)

t:l

—inf{Z( (Fro)L e ¢ S())

fer =

1 £ f) Ly e swt)})}

<D V(W fi) (19)
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where V, is defined as

vf(wtayt) if ¢ S(wt)
a,g 3 a= == .
Valy, (@, yt)la=y, { 7‘5(7}%)'15(%) —y; otherwise
(20)

with 1s denoting the indicator vector of coordinates in S
and V&(14,y¢) being the gradient with respect to the first
coordinate.

In Section 3.1 we show how one can use a relaxation-based
approach to produce ;s that yield a good upper bound for
the right-hand side of (18). For now, let us just denote this
bound by B,,.

What could be a good convex surrogate loss £(g, y)? First,
observe that the surrogate itself can depend on . Of
course, we require that £,(¢,y) > 1 when y ¢ S(¥).
An additional property that would make the bound inter-
pretable is that for any h € {eq,...,ex}, &u(h,y) <
al {h # y} for some a. Such an inequality would allow
us to express the mistake bound purely in terms of the in-
dicator loss of the comparator. As we now show, the hinge
loss

lhinge(9,y) =14+ max g'e, —g'y. (21
riessty

possesses the desired properties after an appropriate scal-
ing.

Lemma 4. Suppose there is a method for choosing 1, such
that (18) is upper bounded by B,,. Take

‘ehingc (ga y)

&(9,y) = T+ 1/|SW)] (22)

Then

Py

1
<inf<2(1-~—
_feF{ < k) Z

t:ys €S(vt)
+ >

t:y €S(2r)

2o

t=1° t

)1 {@t # yt}

1{fe # v}

l{yt7£ft}}+3n

In particular, for binary classification (k = 2), we obtain
the regret bound

n

> E

—1 Yer~q(ihe)

Ut 1} < inf t t B,.
1{y #y}<fnelF;1{f £yt +

Proof of Lemma 4. First, when y; ¢ S(¢:), it holds that

E 1{%; # y:} = 1. Hence, from (18),

Yer~q(tt)
E 1{3
Z@wq(wn e 7 ve)

t=1""

< inf Z E(fesue) B 1{g #y}
FEF st Ge~aq(te)

2
Ly €S(e)

Notice, that for any j € [k],

Ehingc(eja y) =2-1 {ej # y} .

On the other hand, €yinge(¥,y) > 1+ 1/|S(¢)| when-
ever y ¢ S(v). Indeed, the value of 7 in (15) is
le)l Yies(p) Yi—1/IS(¥)], and the maximum value of ¢
is at least its average on S(v)), implying that the difference
in (21) is at least 1/|S(¢))].

Hence, £y (¢,y) > 1 when y ¢ S(¢) and, further, for
any j € [k], we have that & (e;,y) < —21

1+ 505 1 {ej 7é y}
When y ¢ S(¢), we have that |S(v))| < k — 1, implying
Ey(ejry) <2(1— ) 1{e; #y). O

Surprisingly, for binary classification we are able to upper
bound regret with respect to the zero-one loss of the com-
parator class F' with an efficient method based on surrogate
loss, as long as the linearized problem in (18) can be solved
efficiently. We contrast our result with the typical mistake
bounds in terms of the surrogate loss of the comparator, a
price paid for computational efficiency.

While the online linear optimization problem with respect
to ' may be, once again, computationally intractable, we
can now take a superset I/ O F for which this optimization
is efficient and B,, is nontrivial. What distinguishes this
approach from the one taken in [13, 12] is that F” no longer
needs to be a subset of the hypercube. In Section 3 we shall
take an ellipse that roughly approximates F', making the
computation of the scores v essentially O(n) per step after
initial pre-processing.

3 Node Classification in Networks

The techniques developed in this paper will be illustrated
on the problem of node classification in networks. In its
simplest form, the problem is to predict a multi-class la-
bel at each time step, with the true outcome revealed after
each step. We suppose that the order of node presentation
is fixed ahead of time, although this restriction is easily re-
moved since the proposed method will not depend on the
order of the unseen nodes.
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Several properties of the graph have been investigated in
connection to the number of mistakes incurred by a pre-
diction method. These include the cluster structure [9], the
cut-size of the graph [10], cuts of random spanning trees
[4], and random spanning trees on weighted graphs [17].

The approach of this paper is more aligned with the notions
of supervised online or statistical learning, whereby the
quality of prediction is compared to a benchmark set. This
benchmark set captures the prior knowledge of the prac-
titioner as the set of good solutions, as described in Sec-
tion 1. In particular, we are interested in problems where
the graph structure induces homogeneity (or, a like-dislike
structure in case of signed graphs) of the observed sequence
of outcomes.

To be more concrete, let the graph G = (V, E), |V| = n, be
fixed and known to us. At each timestept = 1,...,n, we
are required to predict a label of each node, without repeti-
tion. Our prediction is §; € {e1, ..., ex}, and the observed
outcome is y; € {ey,...,er}. To model the problem, we
choose, as before, a set F' C [k]™.

To be consistent with the vector notation used in the previ-
ous sections, we represent F’ as a subset of

W = {W {0, 1} Y "W =1Vt e [n]} . (23)

A vector g € [k]" is identified with a matrix W such that
Wi+ = 1{g(t) =i}. Let W' denote the ith column of
WrT.

For the rest of the paper, we shall focus on the following
generalization of the set F' defined in (12), written in the
present notation as

k
F, = {W EW: Y (WHLW' < /-;} (24)

i=1

where L is a positive semidefinite matrix. Examples of L
are:

1. graph Laplacian: L = D — A, where D is the diagonal
matrix of node degrees and A is the adjacency matrix

2. weighted/signed Laplacian: L = D — W, where D is
diagonal with D; ; = >, [W; ;|, W is the matrix of
edge weights

3. normalized graph Laplacian: L = I — D~ '/2AD~1/2

For the first example, the quadratic form in (24) is the value
of the cut induced by the labeling W. The other two exam-
ples have similar interpretations as measuring “homogene-
ity” of the labeling W with respect to the graph. As men-
tioned before, optimization over these sets is, in general, an
NP-hard problem.

Let I,, be the n x n identity matrix. For a positive semidef-
inite matrix L, the set F}, can be relaxed as follows:

: i(Wi)T (;HL> Wi < ;}

F. C {W € RFxn
=1

k
1 1
N {W e RPNy (W) (%In> Wi < 2}

i=1

k 1 1
N 4+ =1 B
Z(W)(2va +2nn>w_}

i=1

C {W c kan .

Denote the last set by . and observe that

k

sup WeY = Z(Yi)TMYZ’ (25)
WEF, =1

for M £ (1L + ﬁ]n)fl and any Y € RFX™,

The sets F); defined in (24) can be employed to model
smoothness of prediction with respect to the graph. While
other models are also possible, we only focus on these for
the lack of space, and because the solutions are particularly
simple.

3.1 Computing the Scores via Relaxations

We now introduce one last ingredient before deriving the
algorithm. Consider the following online protocol. On
eachround t = 1,...,n, we predict ), € R¥ and observe
V: € VkBs in the Buclidean ball of R¥ of radius v/k. The
goal is to attain small regret

> Vi - fr)
t=1

for any f € F C W, as defined in (23). The vector f;
is now the standard basis vector corresponding to the tth
column of f, matching the convention used in the previous
sections.

It is tempting to view the problem through the lens of On-
line Convex Optimization. However, the dimensionality of
the set F' is n and a naive application of gradient or mirror
descent yields a trivial bound. With a bit of work, however,
a closed-form algorithm can be developed. The analysis
below is based on the idea of relaxations.

A real-valued function on U}, (B2(D))* such that

Rel,(V1,...,V,) > —inf Y V[ f  (26)

feF 5
and
inf  sup {ViYy+Rel,(Vy,...,Vi)}
P ERF |V [|[<D
<Rel,(V1,...,Vi 1) @7)
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is called admissible. In this case, any algorithm for choos-
ing 1, such that (27) holds guarantees that

th e —

1nf Zvj fi <Rel,(B).  (28)

Next, we will write down a relaxation function for the case
of F), defined in (24), prove its admissibility, and derive an
algorithm for choosing v;’s. At time ¢, define the matrix
Y; = [V1,...,V4,0,...,0] € RFX™ by stacking the ob-
served vectors. Let Y, be ith row (whose jth coordinate is
V,li] - 1{j < t}). Since F,, D F,,

— inf ZVTft<* inf Zvat

feb = fer =1

Yz TMYz

Mw

=1

2 Rel,(Vy,...

7vn)

by (25), where recall that M = (5= L + ﬁ[n)fl € R,
For t < n, the proof of admissibility suggests the definition

k
Rel,(Vi,...,V;) 2
=1 j=t+1

(29)

Lemma 5. The relaxation in (29) is admissible, the algo-
rithm has closed form

o Mt Y,
VI ) TMY L+ DY, MG, ]
(30)
and
Rel, (0) = D/trace(M)

=D ZA

where D > max; | V|| and \;(A) denotes the ith eigen-
value of A.

(L/2k+ 1,xn/2n)

The vector of scores 1, can be computed in O(t x K) time,
given that M is initially pre-computed.

3.2 The Algorithm

We are now ready to put all the pieces together and write
down the complete algorithm. For concreteness, take &,
to be the surrogate loss defined in (22) of Lemma 4, and
observe that D? < 2.

> (V) TMY) + D2 Z M[j, 5.

Algorithm 1 Prediction with Surrogate Loss

input Matrix L, parameter x
1: Pre-compute M = (L/2k + I,,/2n)~*
2: SetT = trace(M),A=0,G = |]

3: for t=1,...,ndo
4:  Compute v = M,
: Compute scores 9y = —

x @, the numerator in (30)

> VATRT

6:  Compute the mixed strategy ¢;(¢;) as in (16), pre-

dict y; ~ q;, and observe y;

7. Compute gradient V; as in (20) and set G =
8 Update A= A+2V] v+ M, |V,
9: T=T— Mt,t

10: end for

output

[G; V4]

Theorem 6. The average expected number of mistakes 14
for the above algorithm is at most

inf 721{]%7&%}—1— \/2 - trace(M

fer, Mz

for the binary prediction case. For k > 2, the bound is

2(1—1> inf —Zl{ft;«éyt}—i— \/2 - trace(M

4 Experiments

To evaluate our algorithm on real world data, we used
the following graph datasets: political blogs dataset (1222
nodes and binary labels), citeseer dataset (3312 nodes and 6
classes), and cora dataset (2708 nodes and 6 classes)[14, 1].
We also used the MNIST with random background noise
dataset [2] and created a graph with 12000 nodes (one node
per image) with points being connected if the Euclidean
distances between the images were smaller than a given
threshold. This dataset has 10 classes, one for every digit
from 0’ to ’9’.

Since our method is built for the online classification sce-
nario, we first run experiments where we track the aver-
age accuracy so far over a single pass over the n nodes
as the labels of each one are revealed in an online fash-
ion. The following figure shows the plot of average accura-
cies with number of rounds for (a) our method, (b) Zhu et
al [18] (we added extra regularization for better accuracy)
and (c) Belkin et al [3]. The first plot shows the average
error up to a given round while predicting online, that is,
23:1 1{9: # y:} /t against t. We run the other two meth-
ods in an online fashion re-evaluating predictions based on
most recently observed labels. The first plot shows the re-
sults for the political blogs dataset. If this is contrasted to
the table, which has results in the batch setting, it is clear
that while on the Political blogs dataset the Belkin et al
method and our method perform roughly the same, in the
online setting our method far outperforms the other two.
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Since the Zhu et al [18] and Belkin et al [3] results are
developed for the statistical semi-supervised setting we
also use our method in this setting by updating the online
algorithm first over the labeled points and then using it
over unlabeled nodes to make predictions. Specifically,
we used a 90-10 split of points into labeled and unlabeled
(randomly chosen split each time). For the Zhu et al
[18] and Belkin et al [3], we used a validation set to
pick parameters (10% of training data). We found that in
general our method was very robust against changes in
parameters. Hence, we simply picked a fixed x for each
experiment that only depended on n the number of data
and not the data itself. The following table summarizes the
accuracies on the various datasets.

MNIST Citeseer Cora Political
Ours | 859+ 0.5 | 74.0 1.0 | 81.7 1.6 | 95.2 + 0.9
[3] | 820+£1.7|712+1.6 | 78314 | 949 +1.7
[18] | 193 £3.0 | 729+14 | 67.0£2.2 | 541£29

We see that our method performs favorably in most cases,
the bold font represents best method to within statistical
significance. In fact, that a graph based approach (where
graph simply picked based on tresholding distances be-
tween images) should even work this well for the MNIST
with random background noise is surprising. Nearest
neighbor and soft nearest neighbor approaches are known
to perform badly for this dataset as random noise blows up
distances between images even within the same class.

S Summary and Future Directions

This paper developed new efficient algorithms that com-
bine several ideas: surrogate loss minimization and relax-
ations. This approach falls outside the scope of Lemma 1
since the required stability condition fails. Yet, we pre-
sented a mistake bound in terms of the zero-one loss for
binary classification, and a mix of zero-one and surrogate

losses more generally. For the case of prediction on graphs,
where the ¢ function is defined in terms of quadratic forms,
the proposed methods run in time linear in n per iteration.
The proposed method — while theoretically derived — ex-
hibits good predictive performance in our experiments.

Future work includes developing efficient methods for
other interesting models, beyond the Laplacian-based set
F,.. Among other interesting directions is the setting with
side information at the nodes, and the case of a time-
evolving graph.
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