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Abstract

Despite the empirical success of deep neural networks, there is limited theoretical understanding of the learnability of these models with respect to polynomial-time algorithms. In this paper, we characterize the learnability of fully-connected neural networks via both positive and negative results. We focus on $\ell_1$-regularized networks, where the $\ell_1$-norm of the incoming weights of every neuron is assumed to be bounded by a constant $B > 0$. Our first result shows that such networks are properly learnable in $\text{poly}(n, d, \exp(1/\epsilon^2))$ time, where $n$ and $d$ are the sample size and the input dimension, and $\epsilon > 0$ is the gap to optimality. The bound is achieved by repeatedly sampling over a low-dimensional manifold so as to ensure approximate optimality, but avoids the $\exp(d)$ cost of exhaustively searching over the parameter space. We also establish a hardness result showing that the exponential dependence on $1/\epsilon$ is unavoidable unless $\text{RP} = \text{NP}$. Our second result shows that the exponential dependence on $1/\epsilon$ can be avoided by exploiting the underlying structure of the data distribution. In particular, if the positive and negative examples can be separated with margin $\gamma > 0$ by an unknown neural network, then the network can be learned in $\text{poly}(n, d, 1/\epsilon)$ time. The bound is achieved by an ensemble method which uses the first algorithm as a weak learner. We further show that the separability assumption can be weakened to tolerate noisy labels. Finally, we show that the exponential dependence on $1/\gamma$ is unimprovable under a certain cryptographic assumption.

1 Introduction

Deep neural networks have been successful applied to various problems in machine learning, including image classification [12], speech recognition [8], natural language processing [2] and reinforcement learning [19] problems. Despite this empirical success, the theoretical understanding of learning neural networks remains relatively limited. It is known that training a two-layer neural network on the worst-case data distribution is NP-hard [5]. Real data, however, is rarely generated from the worst-case distribution. It is thus natural to wonder whether there are conditions under which an accurate neural network can be learned in polynomial time.

This paper provides some theoretical analysis of the learnability of neural networks. We focus on the problem of binary classification, and study fully-connected neural networks with a constant number $m$ of layers, and such that the $\ell_1$-norm of the incoming weights of every neuron is bounded by a constant $B > 0$. This $\ell_1$-regularization scheme has been studied by many authors [see, e.g., 3, 11, 4, 21]. Under the same setting, Zhang et al. [28] proposed a kernel-based method for improperly learning a classifier that is competitive against the best possible neural network. Our goal, in contrast, is to explicitly learn the neural network and its parameters, in the proper learning regime.

The main challenge of learning neural networks comes from the nonconvexity of the loss function. An exhaustive search over the parameter space can be conducted to obtain a global optimum, but its time complexity will be exponential in the number of parameters. Existing learnability results either assume a constant network scale [18], or assume that every hidden node connects to a constant number of input coordinates [16]. To the best of our knowledge, no agnostic learning algorithm has been shown to learn fully-connected neural networks with time complexity polynomial in the number of network parameters.

Our first result is to exhibit an algorithm whose running time is polynomial in the number of parameters to achieve a constant optimality gap. Specifically, it is guaranteed to achieve an empirical loss that is at most $\epsilon > 0$ greater than that of the best neural network with time complex-
ity \( \text{poly}(n, d, C_m, B, 1/\epsilon) \). Here the integers \( n \) and \( d \) are the sample size and the input dimension, and the constant \( C_m, B, 1/\epsilon \) only depends on the triplet \((m, B, 1/\epsilon)\), with this dependence possibly being exponential. Thus, for a constant optimality gap \( \epsilon > 0 \), number of layers \( m \) and \( \ell_1 \)-bound \( B \), the method runs in polynomial time in the pair \((n, d)\). We refer to this method as the agnostic learning algorithm, since it makes no assumption on the data distribution. It is remarkably simple, using only multiple rounds of random sampling followed by optimization rounds. The insight is that although the network contains \( \Omega(d) \) parameters, the empirical loss can be approximately minimized by only considering parameters lying on a \( k \)-dimensional manifold. Thus it suffices to optimize the loss over the manifold. The dimension \( k \) is independent of scale of the network, only relying on the target optimality gap \( \epsilon \).

Due to the exponential dependence on \( 1/\epsilon \), this first algorithm is too expensive to achieve a diminishing excess risk for large datasets. In our next result, we show how this exponential dependence can be removed by exploiting the underlying structure of the data distribution. In particular, by assuming that the positive and the negative examples of the dataset are separable by some unknown neural network with a constant margin \( \gamma > 0 \), we propose an algorithm that learns the network in polynomial time, and correctly classifies all training points with margin \( \Omega(\gamma) \). As a consequence, it achieves a generalization error bounded by \( \epsilon \) with sample complexity \( n = \text{poly}(d, 1/\epsilon) \) and time complexity \( \text{poly}(n, d, 1/\epsilon) \). Both complexities have a polynomial dependence on \( 1/\epsilon \). We name it the BoostNet algorithm because it uses the AdaBoost approach \([7]\) to construct a \( m \)-layer neural network, by incrementally ensembling shallower \((m - 1)\)-layer neural networks. Each shallow network is trained by the agnostic learning algorithm presented earlier, focusing on instances that are not correctly addressed by existing shallow networks. Although each shallow network only guarantees a constant optimality gap, such constant gaps can be boosted to a diminishing error rate via a suitable ensembling procedure. We note that for real-world data, the labels are often noisy so that the separability assumption is unlikely to hold. A more realistic assumption would be that the underlying “true labels” are separable, but the observed labels are corrupted by random noise and are not separable. For such noisy data, we prove that the same poly\((n, d, 1/\epsilon)\)-time learnability can be achieved by a variant of the BoostNet algorithm.

To provide some historical context, in earlier work, a number of practitioners \([13, 24]\) have reported good empirical results using a neural network as a weak learner for AdaBoost. However, to date, there has been a limited theoretical understanding of this approach. The fundamental issue is that AdaBoost requires the classification error of the weak learner to be bounded away from 0.5 for arbitrary re-weighting of the data; such a strong condition is NP-hard for a neural network learner to achieve. Our weak learner avoids the hardness by assuming separability, and secures the polynomial complexity by agnostic learning. It draws a theoretical connection between neural network learning and boosting.

With the aim of understanding the fundamental limits of our learnability problem, we show that the time-complexity guarantees for both algorithms are unimprovable under their respective assumptions. Under the assumption that RP \(\neq\) NP, we prove that the agnostic learning algorithm’s exponential complexity in \( 1/\gamma \) cannot be avoided. More precisely, we demonstrate that there is no algorithm achieving arbitrary excess risk \( \epsilon > 0 \) in poly\((n, d, 1/\epsilon)\) time. On the other hand, we demonstrate that the BoostNet algorithm’s exponential complexity in \( 1/\gamma \) is unimprovable as well—in particular, by showing that a poly\((d, 1/\epsilon, 1/\gamma)\) complexity is impossible for any algorithm under a certain cryptographic assumption.

Finally, we report two empirical results on the BoostNet algorithm. The first experiment is a classical problem in computational learning theory, called learning parity functions with noise. We show that BoostNet learns a two-layer neural network that encodes the correct function, while the performance of backpropagation is as poor as random guessing. The second experiment is digit recognition on the MNIST dataset, where we show that BoostNet consistently outperforms backpropagation for training neural networks with the same number of hidden nodes.

**Other related work** Several recent papers address the challenge of establishing polynomial-time learnability for neural networks \([1, 25, 9, 28, 17]\). Sedghi and Anandkumar \([25]\) and Janzamin et al. \([9]\) study the supervised learning of neural networks under the assumption that the score function of the data distribution is known. They show that by certain computations on the score function, the first network layer can be learned by a polynomial-time algorithm. In contrast, our algorithms does not requires knowledge of the data distribution. Another approach to the problem is via improper learning, in which case the goal is to find a predictor that need not be a neural network, but performs as well as the best possible neural network in terms of the generalization error. Livni et al. \([17]\) propose a polynomial-time algorithm to learn networks whose activation function is quadratic. Zhang et al. \([28]\) propose an algorithm for the improper learning of sigmoidal neural networks. The algorithm is based on the kernel method, and so its output does not characterize to the parameters of a neural network. In contrast, our method learns the model parameters explicitly.

## 2 Problem set-up

Let \( D \) be a dataset containing \( n \) points \( \{(x_i, y_i)\}_{i=1}^n \), where \( x_i \in \mathbb{X} \subset \mathbb{R}^d \) and \( y_i \in \{-1, 1\} \). The goal is to learn...
a function $f: \mathcal{X} \rightarrow \mathbb{R}$ so that $f(x_i)$ is as close to $y_i$ as possible. We may write the loss function as

$$
\ell(f) := \sum_{i=1}^{n} \alpha_i h(-y_i f(x_i)).
$$

where $h : \mathbb{R} \rightarrow \mathbb{R}$ is a $L$-Lipschitz continuous function that depends on $y_i$, and $\{\alpha_1, \ldots, \alpha_n\}$ are non-negative importance weights that sum to one. In this paper, we study the minimization of the loss function in equation (1) when $f$ is a multi-layer neural network.

Next, we formalize the function class of multi-layer neural networks. Given two numbers $p \in (1, 2]$ and $q \in [2, \infty)$ such that $1/p + 1/q = 1$, we assume that the input vector satisfies $\|x_i\|_q \leq 1$ for every $i \in [n]$. The class of $m$-layer neural networks is recursively defined in the following way. A one-layer neural network is a linear mapping from $\mathbb{R}^d$ to $\mathbb{R}$, and we consider the set of mappings:

$$
\mathcal{N}_1 := \{x \rightarrow \langle w, x \rangle : \|w\|_p \leq B\}.
$$

For $m > 1$, an $m$-layer neural network is a linear combination of $(m-1)$-layer neural networks activated by a sigmoid function, and so we define:

$$
\mathcal{N}_m := \{x \rightarrow \sum_{j=1}^{d} w_j \sigma(f_j(x)) : d < \infty, f_j \in \mathcal{N}_{m-1}, \|w\|_1 \leq B\}.
$$

In this definition, the function $\sigma: \mathbb{R} \rightarrow [-1, 1]$ is an arbitrary $1$-Lipschitz continuous function. At each hidden layer, we allow the number of neurons $d$ to be arbitrarily large, but the per-unit $\ell_1$-norm must be bounded by a constant $B$. This particular regularization scheme has been studied a number of researchers in past work (e.g., [3, 11, 4, 21]).

Assuming a constant $\ell_1$-norm bound might be restrictive for some applications, but without this constraint, it is known that the neural network class activated by any sigmoid-like or ReLU-like function cannot be learned in polynomial time [28]. On the other hand, $\ell_1$-regularization imposes sparsity on the neural network. It is observed in practice that sparse neural networks such as convolutional nets are capable of learning meaningful representations. Moreover, it has been argued that sparse connectivity is a natural constraint that can lead to improved performance in practice [see, e.g., 27].

Throughout this paper, we use $[n]$ to denote the set of indices $\{1, 2, \ldots, n\}$. For $q \in [1, \infty)$, let $\|x\|_q$ denote the $\ell_q$-norm of vector $x$, given by $\|x\|_q := (\sum_{j=1}^{d} x_j^q)^{1/q}$. If $u \in \mathbb{R}^d$ and $\sigma : \mathbb{R} \rightarrow \mathbb{R}$ is a function, we use $\sigma(u)$ as a convenient shorthand for the vector $(\sigma(u_1), \ldots, \sigma(u_d)) \in \mathbb{R}^d$. Given a class $\mathcal{F}$ of real-valued functions, we define the new function class $\sigma \circ \mathcal{F} := \{\sigma \circ f | f \in \mathcal{F}\}$.

3 Positive results for learnability

In this section, we present two positive results for learning fully-connected neural networks. The first result, applying to arbitrary data distribution, is achieved by an agnostic learning algorithm. The second result makes a separability assumption on the data distribution to achieve stronger theoretical guarantees.

3.1 Agnostic learning

In the agnostic setting, our goal is to compute a neural network $\hat{f} \in \mathcal{N}_m$ that minimizes the loss function over the space of all given networks. Letting $f^* \in \mathcal{N}_m$ be the network that minimizes the empirical loss $\ell$, we now present and analyze a method (see Algorithm 1) that computes a network whose loss is at most $\epsilon$ worse that that of $f^*$. We first state our main guarantee for this algorithm, before providing intuition. More precisely, for any $\epsilon, \delta > 0$, the following theorem applies to Algorithm 1 with the choices:

$$
k := \left\lfloor \frac{q}{\epsilon^2} \right\rfloor, \quad s := \left\lfloor \frac{1}{\epsilon^2} \right\rfloor, \quad \text{and} \quad T := 5(4\epsilon)^{k(s^m-1)/(s-1)} \log(1/\delta).$$

**Theorem 1.** For given $B \geq 1$ and $\epsilon, \delta > 0$, with the choices of $(k, s, T)$ given above, Algorithm 1 outputs a predictor $\hat{f} \in \mathcal{N}_m$ such that

$$
\ell(\hat{f}) \leq \ell(f^*) + (2m + 9)\epsilon LB^m,
$$

with probability at least $1-\delta$. The computational complexity is bounded by poly($n, d, e^{(1/\epsilon^2)^m} \log(1/\epsilon), \log(1/\delta)$).

We remark that if $m = 1$, then $\mathcal{N}_m$ is a class of linear mappings. Thus, a special case of Algorithm 1 learns a linear classifier under a (potentially) non-convex loss. For the general case, as long as the number of layer $m$, the Lipschitz constant $L$, the norm bound $B$ and the target optimality gap $\epsilon$ are constants, the algorithm’s computation complexity is polynomial in $(n, d)$. This complexity bound is non-trivial because even for linear classifiers, the number of parameter is proportional to the dimension $d$, thus the probability that a random classifier succeeds is exponentially small in dimension $d$.

Instead of initializing the model parameters uniformly at random, Algorithm 1 generates a sequence of random vectors $u$ from a $k$-dimensional space ($k \ll d$). Then it maps the vector $u$ to the parameter space by solving a least-squares problem. It can be shown that the probability of getting a good enough initialization with this method only depends on $k$, independent of the number of parameters. Thus we are able to avoid the exponential dependence on the input dimension.

**Underlying intuition:** Before presenting the proof of Theorem 1, we describe the intuition underlying the algorithm. Each iteration involves resampling $k$ independent
Algorithm 1 The agnostic learning algorithm

**Input:** Feature-label pairs \{((x_i, y_i))\}_{i=1}^n; number of layers \(m\); parameters \(k, s, T, B\).

For \(t = 1, 2, \ldots, T\):
1. Sample \(k\) points \{\((x'_j, y'_j)\)\}_{j=1}^k\) from the dataset with respect to their importance weights.
2. Generate a neural network \(g \in \mathcal{N}_m\) in the following recursive way:
   - If \(m = 1\), then draw a vector \(u\) uniformly from \([-B, B]^k\). Let \(v := \arg \min_{u \in \mathbb{R}^d \mid \|u\|_p \leq B} \sum_{j=1}^k \left(\sum_{l=1}^s w_l \sigma(g_l(x'_j)) - u_j\right)^2\)
     and return \(g : x \rightarrow \langle v, x \rangle\).
   - If \(m > 1\), then generate the \((m - 1)\)-layer networks \(g_1, \ldots, g_s \in \mathcal{N}_{m-1}\) using this recursive program. Draw a vector \(u\) uniformly from \([-B, B]^k\). Let \(v := \arg \min_{u \in \mathbb{R}^d \mid \|u\|_p \leq B} \sum_{j=1}^k \left(\sum_{l=1}^s w_l \sigma(g_l(x'_j)) - u_j\right)^2\)
     and return \(g : x \rightarrow \sum_{l=1}^s v_l \sigma(g_l(x))\).
3. Choose \(f_t := g\), or compute \(f_t\) by a poly\((n, d)\)-time algorithm such that \(f_t \in \mathcal{N}_m\) and \(\ell(f_t) \leq \ell(g)\).

**Output:** \(\hat{f} := \arg \min_{f \in \{f_1, \ldots, f_T\}} \ell(f)\).

This \(\ell_1\)-constrained least-squares problem matches step (2) in the algorithm, and can be efficiently solved by convex optimization. Note that the probability of a successful draw \(\{a_1, \ldots, a_s\}\) depends on the dimension \(s\).

In general, directly solving the equation \(\varphi(g) \approx u\) would be difficult even if the vector \(u\) were known. In particular, since our class \(\mathcal{N}_m\) is highly non-linear, solving this equation cannot be reduced to solving a convex problem unless \(m = 1\). To address this difficulty, suppose that we can write \(f^* = f^*(x) = \sum_{j=1}^k w_j \sigma(f^*_j(x))\) for some functions \(f^*_j \in \mathcal{N}_m\). The problem becomes much easier if the quantities \(\sigma(f^*_j(x'_j))\) are already known for every \((j, l) \in [k] \times [d]\). With this perspective in mind, we can approximately solve the equation \(\varphi(\sum_{j=1}^k w_j \sigma(f^*_j(x))) = u\) by minimizing:

\[
\min_{w \in \mathbb{R}^d \mid \|w\|_p \leq B} \sum_{j=1}^k \left(\sum_{l=1}^s w_l \sigma(f^*_j(x'_j)) - u_j\right)^2.
\]

Accordingly, suppose that we draw vectors \(a_1, \ldots, a_s \in [-B, B]^k\) such that each \(u_j\) is sufficiently close to \(\varphi(f_j^*)\)—any such draw is called “successful”—then we may then recursively compute \((m - 1)\)-layer networks \(g_1, \ldots, g_s\) by first solving the approximate equation \(\varphi(g_l) \approx a_l\) (and, as a consequence, we have \(\varphi(g_l) \approx \varphi(f^*_j)\)). We then rewrite problem (5) as:

\[
\min_{w \in \mathbb{R}^d \mid \|w\|_p \leq B} \sum_{j=1}^k \left(\sum_{l=1}^s w_l \sigma(g_l(x'_j)) - u_j\right)^2.
\]

### Proof of Theorem 1

Due to space constraints, we present only the high-level logic of the proof, deferring proofs of the technical lemmas to the appendix.

We start by defining the Rademacher complexity of a function class. Given the input dataset \(D = \{(x_i, y_i)\}_{i=1}^n\), let \(\{y'_j, y'_j\}_{j=1}^s\) be a set of \(k\) i.i.d. samples drawn from \(\mathcal{D}\) such that the probability of drawing \((x_i, y_i)\) is proportional to \(\alpha_i\). For function \(f : \mathcal{X} \rightarrow \mathbb{R}\), we define the subsample-based loss function:

\[
G(f) := \frac{1}{k} \sum_{j=1}^k h(-y'_j f(x'_j)).
\]

It is straightforward to verify that \(\mathbb{E}[G(f)] = \ell(f)\). For a given function class \(\mathcal{F}\), the Rademacher complexity of \(\mathcal{F}\) with respect to these \(k\) samples is defined as:

\[
R_k(\mathcal{F}) := \mathbb{E}\left[\sup_{f \in \mathcal{F}} \frac{1}{k} \sum_{j=1}^k \varepsilon_j f(x'_j)\right],
\]
where the \( \{ \varepsilon_j \} \) are independent Rademacher random variables.

**Lemma 1.** Given a loss that is \( L \)-Lipschitz and a function class \( \mathcal{F} \) that contains the constant zero function \( f(x) \equiv 0 \), we have
\[
\mathbb{E} \left[ \sup_{f \in \mathcal{F}} |G(f) - \ell(f)| \right] \leq 4LR_k(\mathcal{F}).
\]

This lemma is based on a slight sharpening of the usual Ledoux-Talagrand contraction for Rademacher variables [15]; see Appendix A.1 for the proof.

Lemma 1 shows that the Rademacher complexity \( R_k(\mathcal{F}) \) controls the distance between \( G(f) \) and \( \ell(f) \). For the neural network classes studied in this paper, we have \( R_k(\mathcal{N}_m) = O(1/\sqrt{k}) \). Thus, the function \( G(f) \) should be a good approximation to \( \ell(f) \) as long as the sample size is large enough. This intuition is formalized by the following lemma:

**Lemma 2.** The Rademacher complexity of \( \mathcal{N}_m \) is bounded as \( R_k(\mathcal{N}_m) \leq \sqrt{\frac{m}{k}} B^m \).

See Appendix A.2 for the proof.

Given these preliminary results, let us now focus on a single iteration of Algorithm 1, and study the random network \( g \in \mathcal{N}_m \) that it generates. Conditioning on the random samples \( \{(x'_j, y'_j)\} \), consider the empirical loss \( G(f) \) defined in equation (6). Since the function \( h \) is \( L \)-Lipschitz, we have
\[
h(-y'_j g(x'_j)) - h(-y'_j f^*(x'_j)) \leq L |g(x'_j) - f^*(x'_j)|
\]
for any \( j \in [k] \). (8)

For any function \( f \), we use \( \varphi(f) \) as a shorthand notation for the vector \( (f(x'_1), \ldots, f(x'_k)) \). Using this notation, we have the equivalence
\[
\| \varphi(g) - \varphi(f^*) \|_2 = \left( \sum_{j=1}^{k} |g(x'_j) - f^*(x'_j)|^2 \right)^{1/2}.
\]

Inequality (8) and the Cauchy-Schwarz inequality imply that
\[
G(g) - G(f^*) \leq \frac{L}{\sqrt{k}} \sum_{j=1}^{k} |g(x'_j) - f^*(x'_j)|
\]
\[
\leq \frac{L}{\sqrt{k}} \| \varphi(g) - \varphi(f^*) \|_2.
\]

Thus, in order to bound the distance between the empirical loss with respect to functions \( g \) and \( f^* \), it suffices to bounded the \( \ell_2 \)-distance between two vectors \( \varphi(g) \) and \( \varphi(f) \). Such a bound is provided by the following:

**Lemma 3.** For any fixed function \( f^* \in \mathcal{N}_m \) and any sample set \( \{(x'_j, y'_j)\}_{j=1}^{k} \), the random network \( g \) satisfies
\[
\| \varphi(g) - \varphi(f^*) \|_2 \leq (2m - 1) \epsilon \sqrt{k} B^m,
\]
with probability at least \( p_m := (\frac{1}{4})^{k(s^m-1)/(s-1)} \).

Lemma 3 is crucial to our analysis. It shows that with a probability independent of \( (n, d) \), the algorithm generates a random network \( g \) that approximates the best possible neural network \( f^* \). The proof uses the intuition about Algorithm 1 that we described earlier, and exploits the recursive definition of the neural network class. See Appendix A.3 for the proof.

We are now equipped to complete the proof of Theorem 1. Lemma 1 implies that
\[
\mathbb{E} \left[ \sup_{f \in \mathcal{N}_m} \| \ell(f) - G(f) \| \right] \leq 4LR_k(\mathcal{N}_m).
\]

By Markov’s inequality, we have \( \sup_{f \in \mathcal{N}_m} \| \ell(f) - G(f) \| \leq 5LR_k(\mathcal{N}_m) \) with probability at least 1/5. This event only depends on the choice of \( \{(x'_j, y'_j)\} \). Whenever this event holds, we are guaranteed that
\[
\epsilon(g) \leq G(g) + 5LR_k(\mathcal{N}_m)
\]
\[
= G(f^*) + (G(g) - G(f^*)) + 5LR_k(\mathcal{N}_m)
\]
\[
\leq \ell(f^*) + \frac{L}{\sqrt{k}} \| \varphi(g) - \varphi(f^*) \|_2 + 10LR_k(\mathcal{N}_m).
\]

By Lemma 2, we have \( R_k(\mathcal{N}_m) \leq \sqrt{\frac{m}{k}} \prod_{i=1}^{m} B_i \). Thus, setting \( k = q/\epsilon^2 \), substituting the bound into Lemma 3 and simplifying yields
\[
\epsilon(g) \leq \ell(f^*) + (2m + 9) \epsilon LB^m,
\]
with probability at least \( p_m/5 \). If we repeat the procedure for \( T = (5/p_m) \log(1/\delta) \) times, then the desired bound holds with probability at least 1 - \( \delta \). The time complexity is obtained by plugging in the choices of \( (s, k, T) \).

### 3.2 Learning with separable data

We turn to the case in which the data are separable with a positive margin. Throughout this section, we assume that the activation function of \( \mathcal{N}_m \) is an odd function (i.e., \( \sigma(-x) = -\sigma(x) \)). We note that this assumption can be removed by using a slightly different algorithm. We say that a given data set \( \{(x_i, y_i)\}_{i=1}^{m} \) is separable with margin \( \gamma \), or \( \gamma \)-separable, for short, if there is a network \( f^* \in \mathcal{N}_m \) such that \( y_i f^*(x_i) \geq \gamma \) for each \( i \in [n] \). Given a distribution \( \mathbb{P} \) over the space \( \mathcal{X} \times \{-1, 1\} \), we say that it is \( \gamma \)-separable if there is a network \( f^* \in \mathcal{N}_m \) such that \( y f^*(x) \geq \gamma \) almost surely (with respect to \( \mathbb{P} \)).

Algorithm 2 learns a neural network on the separable data. It uses the AdaBoost approach [7] to construct the network, and we refer to it as the BoostNet algorithm. In each iteration, it trains a shallower network \( \tilde{g}_t \in \mathcal{N}_{m-t} \) with an error rate slightly better than random guessing, then adds it to the classifier to construct an \( m \)-layer network. The shallow network is trained by the agnostic learning algorithm described in Section 3.1. It is worth noting that in each iteration, the network \( \tilde{g}_t \) is trained on a reweighted version of the data. The goal is to focus on instances that were not
Algorithm 2  The BoostNet algorithm for learning with separable data

Input: Feature-label pairs \(\{(x_i, y_i)\}_{i=1}^n\); number of layers \(m \geq 2\); parameters \(\delta, \gamma, T, B\).

Initialize \(f_0 = 0\) and \(b_0 = 0\). For \(t = 1, 2, \ldots, T\):

1. Define \(G_t(g) := \sum_{i=1}^n \alpha_{t,i} \sigma(-y_i g(x_i))\) where \(g \in \mathcal{N}_{m-1}\) and \(\alpha_{t,i} := \frac{e^{-\gamma \sigma(f_{t-1}(x_i))}}{\sum_{j=1}^t e^{-\gamma \sigma(f_{t-1}(x_i))}}\).

2. Compute \(\hat{g}_t \in \mathcal{N}_{m-1}\) by Algorithm 1 such that
   \[
   G_t(\hat{g}_t) \leq \inf_{g \in \mathcal{N}_{m-1}} G_t(g) + \frac{\gamma}{2B}
   \]
   with probability at least \(1 - \delta/T\). Let \(\mu_t := \max\{-\frac{1}{\delta}, G_t(\hat{g}_t)\}\).

3. Set \(f_t = f_{t-1} + \frac{1}{2} \log(\frac{1-\mu_t}{1+\mu_t}) \hat{g}_t\) and \(b_t = b_{t-1} + \frac{1}{2} \log(\frac{1-\mu_t}{1+\mu_t})\).

Output: \(\hat{f} := \frac{B}{\gamma} f_T\).

The following theorem provides guarantees for its performance when the algorithm is run for \(T := \lceil 16B^2 \log(n+1) \rceil \gamma^2\)
iterations. The running time depends on a quantity \(C_{m,B,1/\gamma}\) that is a constant for any choice of the triple \((m, B, 1/\gamma)\), but with exponential dependence on \(1/\gamma\).

**Theorem 2.** With the above choice of \(T\), the algorithm achieves:

(a) In-sample error: For any \(\gamma\)-separable dataset \(\{(x_i, y_i)\}_{i=1}^n\) Algorithm 2 outputs a neural network \(\hat{f} \in \mathcal{N}_m\) such that \(y_i \hat{f}(x_i) \geq \frac{\gamma}{16}\) for every \(i \in [n]\), with probability at least \(1 - \delta\). The time complexity is bounded by \(\text{poly}(n, d, \log(1/\delta), C_{m,B,1/\gamma})\).

(b) Generalization error: Given a dataset consisting of \(n = \text{poly}(1/\epsilon, \log(1/\delta))\) i.i.d. samples from any \(\gamma\)-separable distribution \(\mathbb{P}\), Algorithm 2 outputs a network \(\hat{f} \in \mathcal{N}_m\) such that
   \[
   \mathbb{P}[\text{sign}(\hat{f}(x)) \neq y] \leq \epsilon
   \]
   with probability at least \(1 - 2\delta\). The time complexity is bounded by \(\text{poly}(d, 1/\epsilon, \log(1/\delta), C_{m,B,1/\gamma})\).

The majority of the technical work is devoted to proving part (a). The generalization bound in part (b) follows by combining part (a) with bounds on the Rademacher complexity of the network class, which then allows us to translate the in-sample error bound to generalization error in the usual way. It is worth comparing the BoostNet algorithm with the agnostic learning algorithm. In order to bound the generalization error by \(\epsilon > 0\), the time complexity of the agnostic learning algorithm is exponential in \(1/\epsilon\), while for BoostNet we obtain the polynomial complexity.

A key step for proving part (a) is to use the equivalence between separability and weak learnability [26]. More precisely, if the dataset is \(\gamma\)-separable, then with any \(\alpha_t\)-reweighting on the data, there exists a \((m-1)\)-layer network \(g^*\) such that the classification loss of \(\sigma \circ g^*\) is upper bounded by:\n
\[
\sum_{i=1}^n \alpha_{t,i}(-y_i(\sigma \circ g^*(x_i))) \leq -\frac{\gamma}{B}.
\]

The inequality (9) in Algorithm 2 implies that the loss of \(\sigma \circ \hat{g}_t\) is at most \(\frac{\gamma}{2B}\) worse than that of \(\sigma \circ g^*\). Combining with inequality (11), it implies that the classifier \(\sigma \circ \hat{g}_t\) outperforms random guessing by a constant margin, which is good enough for AbaBoost to establish part (a). For the computation complexity, since the target optimality gap \(\frac{\gamma}{2B}\) is a constant, Theorem 1 shows that \(\hat{g}_t\) can be computed in \(\text{poly}(n, d, \log(1/\delta))\) time. See Appendix B for a complete proof.

In practice, real data are often noisy so that the separability assumption is not likely to hold. A more realistic assumption would be that the “true labels” are separable, but the observed labels are corrupted by a random noise, hence not separable. We show that the learnability results of Theorem 2 still hold for such noisy data.

Formally, for every pair \((x, y)\) sampled from a \(\gamma\)-separable distribution, suppose that the learning algorithm actually receives the corrupted pair \((x, \tilde{y})\), where
\[
\tilde{y} = \begin{cases} 
  y & \text{with probability } 1 - \eta, \\
  -y & \text{with probability } \eta.
\end{cases}
\]

Here the parameter \(\eta \in [0, \frac{1}{2})\) corresponds to the noise level. Since the labels are flipped, the BoostNet algorithm cannot be directly applied. However, we can use the improper learning algorithm of [28] to learn an improper classifier \(\hat{h}\) such that \(\hat{h}(x) = y\) with high probability, and then
apply the BoostNet algorithm taking \((x, \hat{h}(x))\) as input. Doing so yields the following guarantee:

Corollary 1. Assume that \(q = 2\) and \(\eta < 1/2\). For any constant \((m, B)\), consider the neural network class \(\mathcal{N}_m^{\eta}\) activated by \(\sigma(x) := \text{erf}(x)\). Given a random dataset of size \(n = \text{poly}(1/\epsilon, 1/\delta)\) for any \(\gamma\)-separable distribution, there is a \(\text{poly}(d, 1/\epsilon, 1/\delta)\)-time algorithm that outputs a network \(\hat{f} \in \mathcal{N}_m^{\eta}\) such that
\[
\Pr(\text{sign}(\hat{f}(x)) \neq y) \leq \epsilon,
\]
with probability at least \(1 - \delta\).

See Appendix C for the proof.

4 Hardness results

Given the agnostic learning algorithm’s exponential dependence on \(1/\epsilon\), and the BoostNet algorithm’s exponential dependence on \(1/\gamma\), it is natural to wonder if we can find better algorithms that avoid these exponentialDependencies. In this section, we present two hardness results demonstrating that it is impossible given classical hard assumptions.

4.1 Hardness of agnostic learning

Since our interest is to prove a lower bound, it suffices to study a special case of the general minimization problem (1) —namely training a two-layer neural network with one hidden neuron activated by the ReLU function. In that case, the function \(f\) can be written as \(f(x) = \max\{0, \langle w, x \rangle\}\) for some vector \(w \in \mathbb{R}^d\). If we optimize the linear loss \(h(x) := -x\), then the loss function can be written as
\[
\ell(w) := \sum_{i=1}^{n} \alpha_i y_i \max\{0, \langle w, x_i \rangle\}.
\]

We study the case where \(\|w^*\|_2 \leq 1\) and \(\|x_i\|_2 \leq 1\), \(y_i = -1\), and \(\alpha_i = 1/n\) for any \(i \in [n]\). The following proposition shows that approximately minimizing the loss function is hard.

Proposition 1. Unless \(\text{RP} = \text{NP}^1\), there is no randomized \(\text{poly}(n, d, 1/\epsilon)\)-time algorithm computing a vector \(\hat{w}\) which satisfies \(\|\hat{w}\|_2 \leq 1\) and \(\ell(\hat{w}) \leq \ell(w^*) + \epsilon\) with probability at least \(1/2\).

Proposition 1 provides a strong evidence that training neural networks with respect to a non-convex loss cannot be done in \(\text{poly}(n, d, 1/\epsilon)\) time. The proposition is proved by reducing to the NP-hardness of the MAX-2-SAT problem [23]. See Appendix D for the proof.

4.2 Hardness of \(\gamma\)-separable problems

We prove the hardness of \(\gamma\)-separable problems by reducing to the hardness of the standard PAC learning of the intersection of halfspaces given in Klivans et al. [10]. More precisely, consider the family of halfspace indicator functions mapping \(\mathcal{X} = \{-1, 1\}^d\) to \(\{-1, 1\}\) given by
\[
H = \{x \rightarrow \text{sign}(w^T x - b - 1/2) : x \in \{-1, 1\}^d, b \in \mathbb{N}, w \in \mathbb{N}^d, |b| + \|w\|_1 \leq \text{poly}(d)\}.
\]

Given a \(T\)-tuple of functions \(\{h_1, \ldots, h_T\}\) belonging to \(H\), we define the intersection function
\[
h(x) = \begin{cases} 1 & \text{if } h_1(x) = \cdots = h_T(x) = 1, \\ -1 & \text{otherwise}, \end{cases}
\]
which represents the intersection of \(T\) half-spaces. Letting \(H_T\) denote the set of all such functions, for any distribution on \(\mathcal{X}\), we want an algorithm taking a sequence of \((x, h^*(x))\) as input where \(x\) is a sample from \(\mathcal{X}\) and \(h^* \in H_T\). It should output a function \(\hat{h}\) such that \(\Pr(\hat{h}(x) \neq h^*(x)) \leq \epsilon\) with probability at least \(1 - \delta\). If there is such an algorithm whose sample complexity and time complexity scale as \(\text{poly}(d, 1/\epsilon, 1/\delta)\), then we say that \(H_T\) is efficiently learnable. Klivans et al. [10] show that if \(T = \Theta(d^\delta)\), then the class \(H_T\) is not efficiently learnable under a certain cryptographic assumption. This hardness statement implies the hardness of learning a certain class of neural networks with a separable data. In particular, the following proposition applies to the class of two-layer neural networks \(\mathcal{N}_2\) activated by the piecewise linear function \(\sigma(x) := \min\{1, \max\{1 - x\}\}\) or the ReLU function \(\sigma(x) := \max\{0, x\}\), and with the norm constraint \(B = 2\).

Proposition 2. Consider the above function class, and assume that \(H_T\) is not efficiently learnable for \(T = \Theta(d^\delta)\). Consider an algorithm such that when applied to any \(\gamma\)-separable data distribution, it is guaranteed to output a neural network \(\hat{f}\) satisfying \(\Pr(\text{sign}(\hat{f}(x)) \neq y) \leq \epsilon\) with probability at least \(1 - \delta\). Then it cannot terminate in \(\text{poly}(d, 1/\epsilon, 1/\delta, 1/\gamma)\)-time. Then it cannot terminate in \(\text{poly}(d, 1/\epsilon, 1/\delta, 1/\gamma)\)-time.

We prove this by reducing to the NP-hardness of the MAX-2-SAT problem [23]. See Appendix D for the proof.

5 Experiments

In this section, we compare BoostNet with the backpropagation approach for training two-layer neural networks.

Learning parity function with noise The learning of parity functions is a classical problem in computational learning theory [see, e.g., 6]. We construct an instance of this problem based on a dataset with \(n = 50,000\) points. Each point \((x, y)\) is generated as follows: first, the vector \(x\) is uniformly drawn from \(\{-1, 1\}^d\) and concatenated with a constant \(1\) as the \((d + 1)\)-th coordinate. The label is generated as follows: for some unknown subset of \(p\) indices

\[1\]The erf function can be replaced by any function \(\sigma\) satisfying polynomial expansion \(\sigma(x) = \sum_{j=0}^{\infty} \beta_j x^j\), such that \(\sum_{j=0}^{\infty} 2^{j/2} \beta_j^2 x^j < +\infty\) for any finite \(\lambda \in \mathbb{R}^+\).

\[2\]The class \(\text{RP}\) refers to all randomized polynomial-time algorithms.
1 \leq i_1 < \cdots < i_p \leq d$, we set

\[ y = \begin{cases} 
  x_{i_1} x_{i_2} \cdots x_{i_p} & \text{with probability } 0.9, \\
  -x_{i_1} x_{i_2} \cdots x_{i_p} & \text{with probability } 0.1.
\end{cases} \]

The goal is to learn a function \( f : \mathbb{R}^{d+1} \to \mathbb{R} \) such that \( \text{sign}(f(x)) \) predicts the value of \( y \). The optimal rate is achieved by the parity function \( f(x) = x_{i_1} x_{i_2} \cdots x_{i_p} \), in which case the prediction error is 0.1. For parity degrees \( p > 1 \), it is easy to verify that the optimal rate can be achieved by a two-layer neural network, but it is impossible to achieve using any linear classifier.

We performed experiments in dimension \( d = 50 \), with parities \( p \in \{2, 5\} \), and the activation function \( \sigma(x) := \tanh(x) \). The training set, the validation set and the test set contain respectively 25K, 5K and 20K points. In order to train a two-layer BoostNet, we choose the hyper-parameter \( B = 10 \), and use Algorithm 1 as the subroutine to train shallow networks with hyper-parameters \((k, T) = (10, 1)\). In order to train a classical two-layer neural network, we use the random initialization scheme of Nguyen and Widrow [22] and the backpropagation algorithm of Møller [20]. We execute the algorithms for ten independent rounds to select the best solution.

Figure 4.1 (a)–(b) compares the prediction errors of BoostNet and backpropagation. It shows that both algorithms correctly learn the degree-2 parity function with a few hidden nodes. In contrast, BoostNet learns the degree-5 parity function with less than 50 hidden nodes, while the performance of backpropagation is no better than random guessing. This suggests that the BoostNet algorithm is less likely to be trapped in a bad local optimum.

**Hand-written digit recognition** In our second experiment, we train a two-layer neural network for hand-written digit recognition on the MNIST dataset [14]. We take 60K images for training and 10K images for testing. For the BoostNet algorithm, we train one-versus-all classifiers for the ten classes with hyper-parameter \( B = 20 \). The subroutine Algorithm 1 takes hyper-parameters \((k, T) = (100, 1)\) and uses mini-batch SGD for optimization. For the backpropagation approach, we train a ten-class classifier that minimizes the cross-entropy loss. Figure 4.1 (c) plots the testing error as a function of the number of hidden nodes. It is observed that with the same number of hidden nodes, BoostNet consistently outperforms backpropagation. In particular, with 500 hidden nodes, BoostNet achieves an error rate of 1.53%, while backpropagation achieves an error rate of 1.95%. It shows that for this problem, the BoostNet algorithm learns a better model on the same neural network architecture.

### 6 Conclusion

In this paper, we have presented two learnability results for learning neural networks with non-convex loss functions. For agnostic learning, we demonstrated that the time complexity is polynomial in the input dimension and in the sample size but exponential in the excess risk. Under the separability condition, we show that the exponential dependence on the excess risk can be removed. We also show that these complexity bounds are unimprovable under their respective assumptions. We hope that these results improve the understanding of learnability for deep learning networks, and shed light on the usage of sampling and ensemble methods in deep learning.
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