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Abstract

We investigate a novel cluster-of-bandit algorithm CAB for collaborative recommendation tasks that implements the underlying feedback sharing mechanism by estimating user neighborhoods in a context-dependent manner. CAB makes sharp departures from the state of the art by incorporating collaborative effects into inference, as well as learning processes in a manner that seamlessly interleaves explore-exploit trade-offs and collaborative steps. We prove regret bounds for CAB under various data-dependent assumptions which exhibit a crisp dependence on the expected number of clusters over the users, a natural measure of the statistical difficulty of the learning task. Experiments on production and real-world datasets show that CAB offers significantly increased prediction performance against a representative pool of state-of-the-art methods.

1. Introduction

In many prominent applications of bandit algorithms, such as computational advertising, web-page content optimization and recommendation systems, one of the main sources of information is embedded in the preference relationships between users and the items served. Preference patterns, emerging from clicks, views or purchase of items, are typically exploited through collaborative filtering techniques.

In fact, it is common knowledge in recommendation systems practice, that collaborative effects carry more information about user preferences than say, demographic metadata (Pilaszy & Tikk, 2009). Yet, as content recommendation functionalities are incorporated in diverse online services, the requirements differ vastly too. For instance, in a movie recommendation system, where the catalog is relatively static and ratings for items accumulate, one can easily deploy collaborative filtering methods such as matrix factorization or restricted Boltzmann machines. However, the same methods become practically impossible to use in more dynamic environments such as in news or YouTube video recommendation, where one has to deal with a near-continuous stream of new items to be recommended, along with new users to be served. These dynamic environments pose a dual challenge to recommendation methods: 1) How to present the new items to the users (or, vice versa, which items to present to new users), in order to optimally gather preference information on the new content (exploration), and 2) How to use all the available user-item preference information gathered so far (exploitation). Ideally, one would like to exploit both the content information but also, and more importantly, the collaborative effects that can be observed across users and items.

When the users to serve are many and the content universe (or content popularity) changes rapidly over time, recommendation services have to show both strong adaptation in matching user preferences and high degree of algorithmic scalability/responsiveness so as to allow effective online deployment. In typical scenarios like social networks, where users are engaged in technology-mediated interactions influencing each other’s behavior, it is often possible to single out a few groups or communities made up of users sharing similar interests and/or behavior. Such communities are not static over time and, more often than not, are clustered around specific content types, so that a given set of users can in fact host a multiplex of interdependent communities depending on specific content items, which can change dramatically on the fly. We call this multiplex of interdependent clusterings over users induced by the content universe, a context-dependent clustering. In addition to the above, the set of users itself can change over time, for new users get targeted by the service, others may sign out or unregister. Thus, a recommendation method has to readily adapt to a changing set of both users and items.

In this paper, we introduce and analyze the CAB (Context-Aware clustering of Bandits) algorithm, a simple and flexible algorithm rooted in the linear contextual bandit framework that does the above by incorporating collaborative effects which traditional approaches to contextual bandits ig-
nere (e.g., (Auer, 2002; Li et al., 2010; Chu et al., 2011; Abbasi-Yadkori et al., 2011)). CAB adapts to match user preferences in the face of a constantly evolving content universe and set of targeted users and implements the context-dependent clustering intuition by computing clusterings of bandits which allows each content item to cluster users into groups (which are few relative to the total number of users), where within each group, users tend to react similarly when that item gets recommended. CAB distinguishes itself in allowing distinct items to induce distinct clusterings which is frequently observed in practice (Sutskever et al., 2009). These clusterings are in turn suggestive of a natural context-dependent feedback sharing mechanism across users. CAB is thus able to exploit collaborative effects in contextual bandit settings in a manner similar to neighborhood techniques in batch collaborative filtering.

We analyze CAB from both, theoretical and experimental standpoints. We show that CAB enjoys a regret bound wherein the number of users engaged essentially enters in the regret bound only through the expected number of context-dependent clusters over the users, a natural measure of the predictive hardness of learning these users. We extend this result to provide a sharper bound under sparsity assumptions on the user model vectors. Experimentally, we present comparative evidence on production and real-world datasets that CAB significantly outperforms, in terms of predictive performance, state-of-the-art contextual bandit algorithms that either do not leverage any clustering at all or do so in a context-independent fashion.

1.1. Related Work

The literature on contextual bandit algorithms is too vast to be surveyed here. In the sequel, we point out works that most closely relate to ours. The technique of sequentially clustering users in the bandit setting was introduced by Gentile et al. (2014) and Maillard & Mannor (2014), but has also been inspired by earlier works such as (Azar et al., 2013) on transfer learning for stochastic bandits, and (Djolonga et al., 2013) on low-rank (Gaussian Process) bandits. This led to further developments such as (Nguyen & Lauw, 2014) which relies on $k$-means clustering, (Korda et al., 2016) which proposes distributed clustering of confidence ball algorithms for solving linear bandit problems in peer to peer networks, and (Zhou & Brunskill, 2016) that learns the latent classes of users (the clusters) so as to better serve new users. Related papers that implement feedback sharing mechanisms by leveraging (additional) social information among users include (Cesa-Bianchi et al., 2013; Wu et al., 2016). In all these cases, the way users are grouped is not context-dependent. Even more related to our work is the recent work of Li et al. (2016) which proposes to simultaneously cluster users as well as items, with item clusters dictating user clusters. However, a significant limitation of this approach is that the content universe has to be finite and known in advance, and in addition to the resulting algorithm being somewhat involved.

It is worth stressing that having context-dependent clusters not only changes the model considerably, as compared to previous works, but the algorithms as well. All previous works have a clustering process which is context-oblivious, or else assume a static item universe. A specific drawback of works such as (Gentile et al., 2014; Li et al., 2016) is that the clustering is unidirectional, in that users/items once (erroneously) separated into different clusters cannot be joined again, even if future evidence suggests so. Compared to previous works, our approach distinguishes itself for being simple and flexible (e.g., we can seamlessly accommodate the inclusion/exclusion of items and users), as well as for performing feedback propagation among users in a context-dependent manner. As will be demonstrated in Section 5, this offers significant performance boosts in real-world recommendation settings.

2. Notation and Preliminaries

We will consider the bandit clustering model standard in the literature, but with the crucial difference that we will allow user behavior similarity to be represented by a family of clusterings that depend on the specific item context under consideration. In particular, we let $U = \{1, \ldots, n\}$ represent the set of $n$ users. An item, represented by its feature vector $x \in \mathbb{R}^d$ will be seen as inducing a (potentially unique) partition of the user set $U$ into a small number $m(x)$ of clusters $\{U_1(x), U_2(x), \ldots, U_{m(x)}(x)\}$, where $m(x) < n$. Users belonging to the same cluster $U_j(x)$ share similar behavior w.r.t. $x$ (i.e. they both like or both dislike the item represented by $x$), while users lying in different clusters have significantly different behavior.

This is a very flexible model that allows users to agree on their opinion of certain items and disagree on others, something that often holds in practice. It is important to note that the mapping $x \rightarrow \{U_1(x), U_2(x), \ldots, U_{m(x)}(x)\}$ specifying the partitioning of $U$ into the clusters determined by $x$ (including the number of clusters $m(x)$), and the common user behavior within each cluster are unknown to the learner, and have to be inferred based on user feedback.

For the sake of simplicity, we assume that the context-dependent clustering is determined by linear functions $x \rightarrow u_i^T x$, each one parameterized by an unknown vector $u_i \in \mathbb{R}^d$ hosted at user $i \in U$, with $\|u_i\| = 1$ for all $i$, in such a way that if users $i, i' \in U$ are in the same cluster w.r.t. $x$ then $u_i^T x = u_i'^T x$, and if $i, i' \in U$ are in different clusters w.r.t. $x$ then $\|u_i^T x - u_i'^T x\| \geq \gamma$, for some gap parameter $\gamma > 0$.\footnote{As usual, this hypothesis may be relaxed by assuming the} We will henceforth call this assumption the
The practical goal of the learner is to maximize its payoff value. The algorithm will depend on the properties of these data.

As is standard in linear bandit settings (Auer, 2002; Chu et al., 2011; Abbasi-Yadkori et al., 2011; Krause & Ong, 2011; Crammer & Gentile, 2011; Yue et al., 2012; Djolonga et al., 2013; Cesa-Bianchi et al., 2013; Agrawal & Goyal, 2013; Gentile et al., 2014; Li et al., 2016; Korda et al., 2016), the (unknown) user vector $u_i$ determines the average behavior of user $i$. More precisely, upon encountering an item context vector $x$, user $i$ “reacts” by delivering a payoff value $y_i(x) = u_i^\top x + \epsilon_i(x)$, where $\epsilon_i(x)$ is a conditionally zero-mean sub-Gaussian error variable with (conditional) variance parameter $\sigma^2(x) \leq \sigma^2$ for all $x$.

The regret $R_t$ is the extent to which the user to serve may change from round to round, and the same user may recur several times. Together with $i_t$, the learner receives a set of context vectors $C_t = \{x_{t,1}, x_{t,2}, \ldots, x_{t,c_t}\} \subseteq \mathbb{R}^d$, such that $\|x_{t,k}\| \leq 1$ for all $t$ and $k = 1, \ldots, c_t$, encoding the content which is currently available for recommendation to user $i_t$. The learner is compelled to pick some $\bar{x}_t = x_{t,k_i} \in C_t$ to recommend to $i_t$, and then observes $i_t$’s feedback in the form of a payoff $y_t = \epsilon(t)\|x_t\| \leq 1$ whose (conditional) expectation is $u_i^\top \bar{x}_t$. The sequence of pairs $\{i_t, C_t\}_{t=1}^T = \{(i_1, C_1), (i_2, C_2), \ldots, (i_T, C_T)\}$ are generated by an exogenous process and, in a sense, represents the “data at hand”. As we shall see in Section 4, the performance of our algorithm will depend on the properties of these data.

The practical goal of the learner is to maximize its total payoff $\sum_{t=1}^T y_t$ over $T$ time steps. From a theoretical standpoint, we are instead interested in bounding the cumulative regret incurred by our algorithm. More precisely, let the regret $r_t$ of the learner at time $t$ be the extent to which the average payoff of the best choice in hindsight at user $i_t$ exceeds the average payoff of the algorithm’s choice, i.e.,

$$r_t = \left(\max_{\|x\| \leq 1} u_i^\top x\right) \sim u_i^\top \bar{x}_t.$$ 

We are aimed at bounding with high probability (over the noise variables $\epsilon_i(x)$), and any other possible source of randomness the cumulative regret $\sum_{t=1}^T r_t$.

### 3. The Context-Aware Bandit Algorithm

We present Context-Aware (clustering of) Bandits (dubbed as CAB, see Algorithm 1), an upper-confidence bound-based algorithm for performing recommendations in the context-sensitive bandit clustering model. Similar to previous works (Cesa-Bianchi et al., 2013; Gentile et al., 2014; Nguyen & Lauw, 2014; Li et al., 2016; Wu et al., 2016), CAB maintains a vector estimate $w_{i,t}$ to serve as a proxy to the unknown user vector $u_i$ at time $t$. CAB also maintains standard correlation matrices $M_{i,t}$. The standard confidence bound function for item $x$ at time $t$ is derived as $CB_{i,t}(x) = \alpha(t) \sqrt{x^\top M_{i,t}^{-1} x}$, for a suitable function $\alpha(t) = \Theta(\sqrt{d \log t})$.

However, CAB makes sharp departures from previous works both in the way items are recommended, as well as in how they proxy the estimates $w_{i,t}$ are updated.

**Item Recommendation**: At time $t$, we are required to serve user $i_t \in \mathcal{U}$ by presenting an item out of a set of items...
Algorithm 1 Context-Aware clustering of Bandits (CAB).

1: Input: Separation parameter $\gamma$, exploration parameter $\alpha(t)$.
2: $b_{i0} = 0 \in \mathbb{R}^d$ and $M_{i0} = I \in \mathbb{R}^{d \times d}, i \in U$.
3: for $t = 1, 2, \ldots, T$ do
4: set $w_{t-1} = M_{t-1}^\top b_{t-1}, \text{ for all } i \in U$;
5: use $CB_{x_t}(x) = \alpha(t) \sum_{x \in U} w_{t-1}^\top M_{t-1}^\top x$ for all $x, i \in U$;
6: Receive user $i_t \in U$ to be served, and context vectors $C_t = \{x_{t,1}, \ldots, x_{t,c_t}\}$ for items to be recommended from;
7: for $k = 1, \ldots, c_t$ do
8: Compute neighborhood $\hat{N}_k = \{j \in U : w_{t-1}^\top x_{t,k} - w_{j,t-1}^\top x_{j,k}\} \leq CB_{\hat{N}_k}(x_{t,k}) + CB_{j,t-1}(x_{t,k})$.
9: Set $w_{\hat{N}_k,t-1} = \frac{1}{|\hat{N}_k|} \sum_{j \in \hat{N}_k} w_{j,t-1}$;
10: Set $CB_{\hat{N}_k}(x_{t,k}) = \frac{1}{|\hat{N}_k|} \sum_{j \in \hat{N}_k} CB_{j,t-1}(x_{t,k})$;
11: end for
12: Recommend item $\hat{x}_t = x_{t,\hat{k}_t} \in C_t$ such that
$k_t = \arg\max_{k = 1, \ldots, c_t} \left( w_{\hat{N}_k,t-1}^\top x_{t,k} + CB_{\hat{N}_k}(x_{t,k}) \right)$;
13: Observe payoff $y_t \in [-1, 1]$;
14: if $CB_{\hat{N}_k}(x_{t,k}) \geq \gamma/4$ then
15: set $M_{i,t} = M_{i,t-1} + \hat{x}_t x_{t,\hat{k}_t}^\top$;
16: set $b_{i,t} = b_{i,t-1} + y_t x_{t,\hat{k}_t}$;
17: set $M_{j,t} = M_{j,t-1} + b_{j,t-1} x_{t,\hat{k}_t}$ for all $j \neq i_t$;
18: else
19: for all $j \notin \hat{N}_k$ such that $CB_{j,t-1}(x_{t,k}) < \gamma/4$ do
20: $M_{j,t} = M_{j,t-1} + \hat{x}_t x_{t,\hat{k}_t}^\top$;
21: $b_{j,t} = b_{j,t-1} + y_t x_{t,\hat{k}_t}$;
22: end for
23: Set $M_{j,t} = M_{j,t-1} + b_{j,t-1} x_{t,\hat{k}_t}$ for all $j \notin \hat{N}_k$ and for $j \in \hat{N}_k$ such that $CB_{j,t-1}(x_{t,k}) \geq \gamma/4$ if
24: end if
25: end for

$c_t = \{x_{t,1}, \ldots, x_{t,c_t}\}$ available at time $t$. To do so, CAB first computes for each item $x_{t,k}$ in $c_t$, the set of users that are likely to give the item a similar payoff as $i_t$. This set $\hat{N}_{i,t}(x_{t,k})$ is the estimated neighborhood of user $i_t$ with respect to item $x_{t,k}$. A user $j$ is included in $\hat{N}_{i,t}(x_{t,k})$ if the estimated payoff it gives to the item $x_{t,k}$ is sufficiently close to that given to the item by user $i_t$ (see step 8).

CAB incorporates collaborative effects by lifting the notions of the user proxy and confidence bound to a set of users $N \subseteq U$. CAB uses an inexpensive, flat averaging lift: $CB_{x_t}(x) = \gamma T \sum_{j \in N} CB_{j,t}(x)$ and $w_{N,t} = \frac{1}{|N|} \sum_{j \in N} w_{j,t}$. Next, CAB uses (see step 12) aggregated confidence bounds $CB_{\hat{N}_{i,t}(x_{t,k})}(x_{t,k})$ and aggregated proxy vectors $w_{\hat{N}_{i,t}(x_{t,k})}(x_{t,k})$ to select an item $\hat{x}_t = x_{t,\hat{k}_t} \in c_t$ based on an upper confidence estimation step.

Proxy Updates: Classical approaches update the user proxies $w_{i,t}$ by solving a regularized least squares problem involving (feature representations of) items served previously to user $i$ and payoffs received. However, CAB remains fully committed to the collaborative approach (see steps 14-24) by allowing a user $i_t$ to inherit updates due to an item $x_t$ served to another user $j$ if the two users are indeed deemed to agree on their opinion on item $x_t$ with a sufficiently high degree of confidence. The proxies $w_{i,t}$ are updated after receiving the feedback $y_t$ from user $i_t$.

If CAB is not too confident regarding the opinion $i_t$ has along the direction $\hat{x}_t$, formally $CB_{i_t}(\hat{x}_t) \geq \gamma/4$, then only the proxy at user $i_t$ is updated (step 15-17). However, if CAB is confident, i.e., if $CB_{i_t}(\hat{x}_t) < \gamma/4$ then the proxy updates are performed (steps 19-23) for all users $j$ in $i_t$'s estimated neighborhood with respect to $\hat{x}_t$ about whose opinions CAB is confident too. Notice that all such users $j$ undergo the same update, which is motivated by the algorithm’s belief that $\hat{N}_{i,t}(x_t) = N_{i_t}(x_t)$, i.e., that the conditional expectation $u_{i_t}^\top x_t$ of $x_t$ given $i_t$ is actually also equal to $u_{i_t}^\top \hat{x}_t$ for all users $j \in \hat{N}_{i,t}(\hat{x}_t)$ such that $CB_{\hat{N}_k}(x_{t,k}) < \gamma/4$.

It is worth noting that CAB is extremely flexible in handling a fluid set of users $U$. Due to its context-sensitive user aggregation step, which is repeated at every round, CAB allows users to be added or dropped on the fly, in a seamless manner. This is in striking contrast to past approaches to bandit aggregation, such as GobLin (Cesa-Bianchi et al., 2013), CLUB (Gentile et al., 2014), and COFIBA (Li et al., 2016), where more involved feedback sharing mechanisms across the users are implemented which are based either on static network Laplacians or on time-evolving connected components of graphs over a given set of users.

4. Regret Analysis

Our regret analysis depends on a specific measure of hardness of the data at hand: for an observed sequence of users $\{i_t\}_{t=1}^T = \{i_1, \ldots, i_T\}$ and corresponding sequence of item sets $\{C_t\}_{t=1}^T = \{C_1, \ldots, C_T\}$, where $C_t = \{x_{t,1}, \ldots, x_{t,c_t}\}$, the hardness $HD(\{i_t, C_t\}_{t=1}^T, \eta)$ of the pairing $\{i_t, C_t\}_{t=1}^T$ at level $\eta > 0$ is defined as

$$HD(\{i_t, C_t\}_{t=1}^T, \eta) = \max \left\{ t = 1, \ldots, T : \exists j \in U, \exists k_1, k_2, \ldots, k_t : \right.$$

$$I + \sum_{s \leq t : i_s = j} x_{s,k_s} x_{s,k_s}^\top, \text{ has smallest eigenvalue } \leq \eta \right\}.$$
Theorem 1 Suppose CAB is executed on \(\{i_t, C_t\}_{t=1}^T\), such that \(c_t \leq c\) for all \(t\), and the condition \(|u_j^T x - w_{j,t}^T x| \leq CB_{j,t}(x)\) holding for all \(j \in \mathcal{U}, x \in \mathbb{R}^d\), along with the \(\gamma\)-gap assumption. Then the cumulative regret \(\sum_{t=1}^T r_t\) of CAB can be deterministically upper bounded as follows:

\[
\sum_{t=1}^T r_t \leq 9\alpha(T) \left( c \text{HD} \left( \{i_t, C_t\}_{t=1}^T, \frac{16\alpha^2(T)}{\gamma^2} \right) + \sqrt{d \log T \sum_{t=1}^T \frac{n}{|N_t(x_t)|}} \right),
\]

where we set \(\alpha(T) = \mathcal{O}(\sqrt{\log T})\). Some comments are in order. Theorem 1 delivers a deterministic regret bound on the cumulative regret, and is composed of two terms. The first term is a measure of hardness of the data sequence \(\{i_t, C_t\}_{t=1}^T\) at hand whereas the second term is the usual \(\sqrt{T}\)-style term in linear bandit regret analyses (Auer, 2002; Chu et al., 2011; Abbasi-Yadkori et al., 2011). However, note that the dependence of the second term on the total number \(n\) of users to be served gets replaced by a much smaller quantity \(\frac{n}{|N_t(x_t)|}\) that depends on the actual size of context-dependent clusters of the served users. The statement of the theorem requires \(|u_j^T x - w_{j,t}^T x| \leq CB_{j,t}(x)\), which (see Lemma 3 below) holds from standard results.

We will shortly see that if the pairings \(\{i_t, C_t\}_{t=1}^T\) are generated in a favorable manner, such as sampling the item vectors \(x_{t,k}\) i.i.d. from a (possibly unknown) distribution over the instance space (see Lemma 1 below), the hardness measure can be upper bounded with high probability by a term of the form \(\frac{\log T}{\gamma^2}\). Similarly, for the second term, in the simple case when \(N_t(x_t) = B\) for all \(t\), the second term has the form \(\sqrt{T} \sum_{t=1}^T \frac{n}{|N_t(x_t)|}\) up to log factors. Notice that \(\sqrt{T}\) is roughly the regret effort for learning a single bandit, and \(\sqrt{T} \sum_{t=1}^T \frac{n}{B}\) is the effort for learning \(\frac{n}{B}\)-many (unrelated) clusters of bandits when the clustering is known. Thus, in this example, it is the ratio \(\frac{n}{B}\) that quantifies the hardness of the problem, insofar clustering is concerned. Again, under favorable circumstances (see Lemma 2 below), we can relate the quantity \(\sum_{t=1}^T \frac{n}{|N_t(x_t)|}\) to the expected number of context-dependent clusters of users, the expectation being w.r.t. the random draw of item context vectors.

On the other hand, making no assumptions whatsoever on the way \(\{i_t, C_t\}_{t=1}^T\) is generated makes it hard to exploit the cluster structure. For instance, if \(\{i_t, C_t\}_{t=1}^T\) is generated by an adaptive adversary, this might cause HD \(\left( \{i_t, C_t\}_{t=1}^T, \eta \right)\) to become linear in \(T\) for any constant \(\eta > 1\), thereby making the bound in Theorem 1 vacuous. However, a naive algorithm that disregards the cluster structure, making no attempts to incorporate collaborative effects, and running \(n\)-many independent LinUCB-like algorithms (Auer, 2002; Abbasi-Yadkori et al., 2011; Chu et al., 2011), will still easily yield a \(\sqrt{nT}\) regret bound. A sufficient condition for controlling the hardness term in Theorem 1 is provided by the following lemma.

Lemma 1 For each round \(t\), let the context vectors \(C_t = \{x_{t,1}, \ldots, x_{t,c_t}\}\) be generated i.i.d. (conditioned on \(i_t\), \(c_t\), past data \(\{i_s, C_s\}_{s=1}^{t-1}\) and rewards \(y_1, \ldots, y_{t-1}\)) from a sub-Gaussian random vector \(X \in \mathbb{R}^d\) with (conditional) variance parameter \(\nu^2\), such that \(\|X\| \leq 1\) a.s., and \(\mathbb{E}[XX^\top]\) is full rank with smallest eigenvalue \(\lambda > 0\). Let \(c_t \leq c\) for all \(t\), and \(\nu^2 \leq \frac{\lambda^2}{8\ln(4c)}\). Finally, let the sequence \(\{i_t\}_{t=1}^T\) be generated uniformly at random, independent of all other variables. Then with probability at least \(1 - \delta\),

\[
\text{HD} \left( \{i_t, C_t\}_{t=1}^T, \eta \right) = \mathcal{O} \left( \frac{n \eta \log \left( \frac{Tn d}{\delta} \right)}{\lambda^2} \right).
\]

The following lemma handles the second term in the bound of Theorem 1.

Lemma 2 For each round \(t\), let the context vectors \(C_t = \{x_{t,1}, \ldots, x_{t,c_t}\}\) be generated i.i.d. (conditioned on \(i_t\), \(c_t\), past data \(\{i_s, C_s\}_{s=1}^{t-1}\) and rewards \(y_1, \ldots, y_{t-1}\)) from a random vector \(X \in \mathbb{R}^d\) with \(\|X\| \leq 1\). Let also \(c_t \leq c\) for all \(t\). Then, with probability at least \(1 - \delta\),

\[
\sum_{t=1}^T \frac{1}{|N_t(x_t)|} \leq \frac{2Tc \mathbb{E}[m(X)]}{n} + 12 \log \left( \frac{Tn d}{\delta} \right).
\]

Remark 1 The linear dependence on \(c\) can be turned to logarithmic, e.g., at the cost of an extra sub-Gaussian assumption on variables \(\frac{1}{|N_t(x)|}, i \in \mathcal{U}\).

Finally, we recall the following upper confidence bound, from (Abbasi-Yadkori et al., 2011).

Lemma 3 Let \(\text{CB}_{j,t}(x) = \alpha(t) \sqrt{x^\top M_{j,t}^{-1} x}\), with \(\alpha(t) = \mathcal{O} \left( \sqrt{d \log \frac{Tn}{\delta}} \right)^5\). Then, under the payoff noise model defined in Section 2, \(|u_j^T x - w_{j,t}^T x| \leq \text{CB}_{j,t}(x)\) holds uniformly for all \(j \in \mathcal{U}, x \in \mathbb{R}^d\), and \(t = 1, 2, \ldots\).

A straightforward combination of Theorem 1 with Lemmata 1, 2, and 3 yields the following result.

Corollary 1 Let \(\text{CB}_{j,t}(x)\) be defined with \(\alpha(t)\) as in Lemma 3, and let the \(\gamma\)-gap assumption hold. Assume context vectors are generated as in Lemma 1 in such a way that

\[3\text{ To see this, simply observe that each of the } n \text{ LinUCB-like algorithms has a regret bound of the form } \sqrt{T}, \text{ where } T_i \text{ is the number of rounds where } i = i. \text{ Then } \sum_{t=1}^n r_t \leq \sqrt{nT} \leq \sqrt{nT}, \text{ with equality if } T_i = T/n \text{ for all } i.
\]

\[4\text{ Any (non-uniform) process } \{i_t\}_{t=1}^T \text{ that nevertheless ensures that each user } i \text{ gets served a number of times that is likely to grow unbounded with } T \text{ would suffice here.}
\]

\[5\text{ The big-oh notation here hides the dependence on the variance } \sigma^2 \text{ of the payoff values.}
\]
Lemma 1. Then, with probability at least $1 - \delta$, the regret of CAB (Algorithm 1) satisfies

$$
\sum_{t=1}^{T} r_t = R + \tilde{O}\left( d\sqrt{TC(E[m(X)])} \right),
$$

where the $\tilde{O}$-notation hides logarithmic factors in $\frac{TNd}{\delta}$, and $R$ is of the form$^6$

$$
R = \frac{c n d \sqrt{d}}{\chi^2 \gamma^2} \log^{2.5} \left( \frac{Tnd}{\delta} \right).
$$

Sparse user models. We conclude with a pointer to an extension of the CAB framework for sparse linear models that extends past analyses on sparse linear bandits for a single user (Abbasi-Yadkori et al., 2012; Carpentier & Munos, 2012; Carpentier, 2015), to include collaborative effects. If all user vectors are sparse, i.e. for all $i \in U$, $\|u_i\|_0 \leq s$, for $s \ll d$, then by replacing the least-squares solution in Step 4 of Algorithm 1 with the solution computed by a fully corrective sparse recovery method (Dai & Milenkovic, 2009; Jain et al., 2014; Needell & Tropp, 2008), we can obtain an improved regret bound. Specifically, we can replace the factor $d\sqrt{d}$ in the term $R$ above by $s^2\sqrt{s}$, and the factor $d$ multiplying the $\sqrt{T}$-term by a term of the form $\sqrt{s/d}$.

5. Experiments

We tested CAB on production and real-world datasets, and compared them to standard baselines as well as to state-of-the-art bandit and clustering of bandit algorithms. For datasets with no item features, a one-hot encoding was used. We attempted to follow, as closely as possible, previous experimental settings, such as those as described in (Cesa-Bianchi et al., 2013; Gentile et al., 2014; Korda et al., 2016; Li et al., 2016).

5.1. Dataset Description

Tuenti. Tuenti (owned by Telefonica) is a Spanish social network website that serves ads on its site, the data contains ad impressions viewed by users along with a variable that registers a click on an ad. The dataset contains $d = 105$ ads, $n = 14,612$ users, and $15M$ records/timesteps. We adopted a one-hot encoding scheme for the items, hence items are described by the unit-norm vectors $e_1, \ldots, e_d$. Since the available payoffs are those associated with the items served by the system, we performed offline policy evaluation through a standard importance sampling technique: we discarded on the fly all records where the system’s recommendation (the logged policy) did not coincide with the algorithms’ recommendations. The resulting number of retained records was around $T = 1M$, loosely depending on the different algorithms and runs. Yet, because this technique delivers reliable estimates when the logged policy makes random choices (e.g., (Li et al., 2010)), we actually simulated a random logged policy as follows. At each round $t$, we retained the ad served to the current user $i_t$ with payoff value $a_t$ (1 = “clicked”, 0 = “not clicked”), but also included 14 extra items (hence $c_t = 15$ for all $t$) drawn uniformly at random in such a way that, for any item $e_j$, if $e_j$ occurs in some set $C_j$, this item will be the one served by system only 1/15 of the times. Notice that this random selection was independent of the available payoff $a_t$.

KDD Cup. This dataset was released for the KDD Cup 2012 Online Advertising Competition$^7$ where the instances were derived from the session logs of the search engine sooso.com. A search session included user, query and ad information, and was divided into multiple instances, each being described using the ad impressed at that time at a certain depth and position. Instances were aggregated with the same user ID, ad ID, and query. We took the chronological order among all the instances, and seeded the algorithm with the first $c_t = 20$ instances (the length of recommendation lists). Payoffs $a_t$ are again binary. The resulting dataset had $n = 10,333$ distinct users, and $d = 6,780$ distinct ads. Similar to the Tuenti dataset, we generated random recommendation lists, and a random logged policy. We employed one-hot encoding as well in this dataset. The number of retained records was around $T = 0.1M$.

Avazu. This dataset was released for the Avazu Click-Through Rate Prediction Challenge on Kaggle$^8$. Here click-through data were ordered chronologically, and non-clicks and clicks were subsampled according to different strategies. As before, we simulated a random logged policy over recommendation lists of size $c_t = 20$ $\forall t$. Payoffs are once again binary. The final dataset had $n = 48,723$ users, $c_t = 20$ for all $t$, $d = 5,099$ items, while the number of retained records was around $T = 1.1M$. Again, we took the one-hot encoding for the items.

LastFM and Delicious. These two datasets$^9$ are extracted from the music streaming service Last.fm and the social bookmarking web service Delicious. The LastFM dataset includes $n = 1,892$ users, and 17,632 items (the artists). Delicious refers to $n = 1,861$ users, and 69,226 items (URLs). Preprocessing of data followed previous experimental settings where these datasets have been used, e.g., (Cesa-Bianchi et al., 2013; Gentile et al., 2014). Specifically, using a tf-idf representation of the available items, the context vectors $x_{t,i}$ were generated by retaining only the first

---

$^6$ We note that no special efforts have been devoted here to obtain sharper upper bounds on $R$.


$^8$ [https://www.kaggle.com/c/avazu-ctr-prediction](https://www.kaggle.com/c/avazu-ctr-prediction)

$^9$ [www.grouplens.org/node/462](http://www.grouplens.org/node/462)
Table 1. Dataset statistics. Here, $n$ is the number of users, $d$ is the dimension of the item vectors (which corresponds to the number of items for Tuenti, KDD Cup and Avazu), $c_t$ is the size of the recommendation lists, and $T$ is the number of records (or just retained records, in the case of Tuenti, KDD Cup and Avazu).

<table>
<thead>
<tr>
<th>DATASET</th>
<th>n</th>
<th>d</th>
<th>c_t</th>
<th>$T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tuenti</td>
<td>14,612</td>
<td>105</td>
<td>15</td>
<td>$\approx 1,000,000$</td>
</tr>
<tr>
<td>KDD Cup</td>
<td>10,333</td>
<td>6,780</td>
<td>20</td>
<td>$\approx 100,000$</td>
</tr>
<tr>
<td>Avazu</td>
<td>48,723</td>
<td>5,099</td>
<td>20</td>
<td>$\approx 1,100,000$</td>
</tr>
<tr>
<td>LastFM</td>
<td>1,892</td>
<td>25</td>
<td>25</td>
<td>50,000</td>
</tr>
<tr>
<td>Delicious</td>
<td>1,861</td>
<td>25</td>
<td>25</td>
<td>50,000</td>
</tr>
</tbody>
</table>

$d = 25$ principal components. Binary payoffs were created as follows. LastFM: If a user listened to an artist at least once the payoff is 1, otherwise it is 0. Delicious: the payoff is 1 if the user bookmarked the URL, and 0 otherwise. We processed the datasets to make them suitable for use with multi-armed bandit algorithms. Recommendation lists $C_t$ of size $c_t = 25 \forall t$ were generated at random by first selecting index $i_t$ at random over the $n$ users, and then padding with 24 vectors chosen at random from the available items up to that time step, in such a way that at least one of these 25 items had payoff 1 for the current user $i_t$. This was repeated for $T = 50,000$ times for the two datasets.

5.2. Algorithms

We used the first 20% of each dataset to tune the algorithms’ parameters through a grid search, and report results on the remaining 80%. All results are averaged over 5 runs. We compared a number of state-of-the-art bandit and clustering-of-bandit methods:

- CLUB (Gentile et al., 2014): sequentially refines user clusters based on their confidence ellipsoid balls; We seeded the graph over users by an initial random Erdos-Renyi graphs with sparsity parameter $p = (3 \log n)/n$. Since this is a randomized algorithm, each run was repeated five times, and the results averaged (the observed variance turned out to be small).


- LinUCB-SINGLE: uses a single instance of LinUCB (Chu et al., 2011) to serve all users, i.e., all users belong to the same cluster, independent of the items.

- LinUCB-MULTIPLE: uses an independent instance of LinUCB per user with no user interactions. Each user forms his own cluster, independent of the items.

- The following variant of CAB (see Algorithm 1): each user $j$ is considered for addition to the estimated neighborhoods $\tilde{N}_k$ of the currently served user $i_t$ only if $w_{j,t-1}$ has been updated at least once in the past.

- RAN: recommends a uniformly random item from $C_t$.

All tested algorithms (except RAN) are based on upper-confidence bounds of the form $CB_{i,t}(x) = \alpha \sqrt{x^T N_i, x \log(1 + t)}$. We tuned $\alpha$ for all algorithms across the grid $\{0, 0.01, 0.02, \ldots , 0.2\}$. The $\alpha_2$ parameter in CLUB was tuned within $\{0.1, 0.2, \ldots , 0.5\}$. The number of clusters in DynUCB was increased in an exponential progression, starting from 1, and ending to $n$. Finally, the $\gamma$ parameter in CAB was simply set to 0.2. In fact, the value of $\gamma$ did not happen to have a significant influence on the performance of the version of CAB we tested.

5.3. Results

Figures 1, 2, 3 summarize our experimental results. For the online advertising datasets Tuenti, KDD Cup, and Avazu (Figure 1), we report performance using the Click-Through Rate (CTR), hence the higher the curves the better. For the LastFM and Delicious datasets (Figure 2), we report the ratio of the cumulative regret of the tested algorithm to the cumulative regret of RAN, hence the lower the better.

Our experimental setting, as well some results reproduced here, are in line with past work in the area (Li et al., 2010; Cesa-Bianchi et al., 2013; Gentile et al., 2014; Li et al., 2016). Given the way data have been prepared, our findings give reliable estimates of the actual CTR (Figure 1) or regret (Figure 2) performance of the tested algorithms.
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In four out of five datasets, CAB was found to offer performance superior to all other baselines. CAB performed particularly well on the Tuenti dataset where it delivered almost double the CTR compared to some of the baselines. CAB’s performance advantage was more moderate on the KDD Cup and Avazu datasets. This is expected since exploiting collaborative effects is more important on a dataset like Tuenti, where users are exposed to a few ($\approx 100$) ads, as compared to the KDD Cup dataset (where ads are modulated by a user query) and the Avazu dataset, both of which have a much broader ad base ($\approx 7000$). This provides a strong indication that CAB effectively exploits collaborative effects. In general, on Tuenti, KDD Cup, and Avazu (Figure 1), CAB was found to offer benefits in the cold-start region (i.e., the initial relatively small fraction of time horizon), but also continued to maintain a lead throughout.

On the LastFM and Delicious datasets (Figure 2), the results we report are consistent with (Gentile et al., 2014). On LastFM all methods are again outperformed by CAB. The overall performance of all bandit methods seems however, to be relatively poor; this can be attributed to the way the LastFM dataset was generated. Here users typically have little interaction with the music serving system and a lot of the songs played were generated by a recommender. Hence while there are collaborative effects, they are relatively weak compared to datasets such as Tuenti.

On the other hand, on the Delicious dataset the best performing strategy seems to be LinUCB-MULTIPLE, which deliberately avoids any feedback sharing mechanism among the users. This dataset reflects user web-browsing patterns, as evinced by their bookmarks. As noted previously (Gentile et al., 2014), this dataset does not seem to contain any collaborative information, hence we can hardly expect to take advantage of clustering efforts. To shed further light, in Figure 3 we plot the average distance between a linear model for user $i_t$ and the corresponding linear models for all other users $j \neq i_t$, as a function of $t$. For each user of these two datasets, these linear models were computed by taking the whole test set and treating each pairing $(x_{t,k}, y_{t,k})$ with $i_t = i$ and $y_{t,k} = 1$ as a training sample for a (regularized) least-squares estimator for user $i$. The conclusion we can draw after visually comparing the left and the right plots in Figure 3 is that on Delicious these estimated user models tend to be significantly more separated than on LastFM, which readily explains the effectiveness of LinUCB-MULTIPLE. Moreover, on Delicious, studies have shown that tags which are used as item features are generally chosen by users to reflect their interests and for personal use, hence we can expect these features to diverge even for similar websites. On the other hand, LastFM tags are typically indicative of the genre of the song.

6. Conclusions and Ongoing Research

In this paper we proposed CAB, a novel contextual bandit algorithm for personalized recommendation systems. CAB effectively incorporates collaborative effects by implementing a simple context-dependent feedback sharing mechanism which greatly relaxes restrictions imposed by earlier works. We established crisp regret bounds for CAB which scale gracefully with the expected number of clusters over the users. We further found CAB to outperform existing approaches in practice, using extensive experimentation on a number of production and real-world datasets.

We have begun preliminary experiments with Thompson sampling versions of CAB and its competitors but have thus far not observed statistically significant deviations from results in Section 5. From a theoretical standpoint, it would be nice to complement our upper bound in Corollary 1 with a lower bound helping characterize the regret complexity of our problem. We are also planning to experimentally benchmark with performance of the sparse bandit version of CAB that infers sparse user models.
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