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Abstract
This paper is about the study of B-FQI, an Approximated Value Iteration (AVI) algorithm that exploits a boosting procedure to estimate the action-value function in reinforcement learning problems. B-FQI is an iterative off-line algorithm that, given a dataset of transitions, builds an approximation of the optimal action-value function by summing the approximations of the Bellman residuals across all iterations. The advantage of such approach w.r.t. to other AVI methods is twofold: (1) while keeping the same function space at each iteration, B-FQI can represent more complex functions by considering an additive model; (2) since the Bellman residual decreases as the optimal value function is approached, regression problems become easier as iterations proceed. We study B-FQI both theoretically, providing also a finite-sample error upper bound for it, and empirically, by comparing its performance to the one of FQI in different domains and using different regression techniques.

1. Introduction
Among Reinforcement Learning (RL) techniques, value-based methods play an important role. Such methods use function approximation techniques to represent the near optimal value function in domains with large (continuous) state spaces. Approximate Value Iteration (AVI) (Puterman, 1994) is the main class of algorithms able to deal with this scenario and, by far, it is the most analyzed in literature (e.g., Gordon, 1995; Ernst et al., 2005; Munos & Szepesvári, 2008; Farahmand et al., 2009; 2010; Farahmand & Precup, 2012). AVI aims to recover the optimal value function as fixed point of the optimal Bellman operator. Under this perspective, the solution to a RL problem is obtained by solving a sequence of supervised learning problems where, at each iteration, the application of the empirical optimal Bellman operator to the current approximation of the value function is projected in a predefined function space. This AVI strategy is called fitted value iteration in literature. The idea is that, if enough samples are provided and the function space is sufficiently rich, the fitted function will be a good approximation of the one obtained through the optimal Bellman operator, thus mimicking the behavior of Value Iteration (Puterman, 1994).

This means that the core of AVI approaches is to control the approximation and estimation errors. While the estimation error can be regulated by varying the number of samples, the control of the approximation error is critical. The choice of the function approximator is the key point and determines the success or the failure of these methods. The critical design aspect in fitted approaches is that the ability of “well” approximating the optimal value function is not sufficient to ensure a good algorithm performance. In fact, by translating the RL problem into a sequence of regression tasks, fitted methods require the function space to be able to represent all the functions obtained over time by the application of the empirical optimal Bellman operator.

Although parametric models have proved to be effective in several applications (e.g., Moody & Saffell, 1998; Kober et al., 2013; Mnih et al., 2015), the design of a suitable class of function approximation is difficult unless one has substantial knowledge of the underlying domain. RL literature has extensively focused on automatic features generation (e.g., Mahadevan & Maggioni, 2007; Parr et al., 2007; Fard et al., 2013) to overcome this issue. Despite the strong theoretical results, it is often difficult to exploit such approaches in real applications with continuous spaces.

Recent advances in compute hardware have allowed to exploit deeper neural networks to solve complex problem with extremely high state space (Mnih et al., 2015; Silver et al., 2016). The increased richness of the functional space, coped with efficient algorithms for the training of neural networks, has reduce (and eventually removed) the importance of the feature design. However, these approaches scale unfavorably with the number of samples. To be able to work on richer function spaces an increased number of samples (often scaling non linearly with the parameters) is required along with dedicated hardware. Al-
though this requirement can be fulfilled when a simulator is available, it is rarely met in practice when only historical data are available and replacing techniques, such as experience replay (Mnih et al., 2015), cannot be exploited (we consider full offline settings).

In this paper we theoretically and empirically analyze the use of boosting (Bühlmann & Hothorn, 2008) in AVI. Following the proposed approach, named B-FQI, at each iteration $k > 0$, the estimate of the action-value function $Q_{k+1}$ is obtained by the earlier estimate $Q_k$ plus the approximated Bellman residual $TQ_k - Q_k$. The idea behind the proposed approach is that fitting the Bellman residual is easier than the direct approximation of the value function. Intuitively, the complexity (e.g., supremum norm) of fitting the Bellman residual should decrease as the estimated value function approaches the optimal one (due to the fixed-point optimality (Puterman, 1994)), thus allowing to use simpler function approximators and requiring less samples. This further simplifies the design of the function space. Since we expect that the complexity and contribute of the Bellman residual decreases over time we can concentrate the design effort by analyzing the early iterations. Furthermore, boosting can leverage on nonparametric approaches to build rich function space so that no feature design is required at all. Finally, we can exploit simpler models (weak regressor) as base function space without loosing any representational power. In fact, by exploiting a additive model expanded at each iteration, boosting may “increase the complexity over time” (Bühlmann & Hothorn, 2008).

Bellman Residual Minimization (BRM) has been extensively studied in RL literature for policy evaluation (Antos et al., 2008; Maillard et al., 2010), learning from demonstrations (Piot et al., 2014) and feature construction (e.g., Parr et al., 2007; Fard et al., 2013). Recently, Abel et al. (2016) have empirically shown that a variant of boosting is able to learn near optimal policies in complex domains when coped with exploratory strategies. The resulting algorithm is a semi-batch approach since at each iterations new samples are collected through a randomized policy. While there are some insights on the soundness and efficacy of boosted AVI, a theoretical analysis is missing. As pointed out by the authors this analysis is relevant to better understand the properties of boosting in RL.

This paper provides an analysis of how the boosting procedure on the Bellman residual influences the quality of the resulting policy. We characterize the properties of the weak regressor and we derive a finite-sample analysis of the error propagation. Similar analysis has been provided for BRM, but in the simplest policy evaluation scenario (Antos et al., 2008; Maillard et al., 2010). Concerning AVI, several variants of Fitted Value Iteration (FVI) have been studied in literature: FVI (Munos & Szepesvári, 2008; Farahmand et al., 2010), regularized FVI (Farahmand et al., 2009) and FVI with integrated dictionary learning (Farahmand & Precup, 2012). All the papers share the same objective: provide a theoretical analysis of a specialized FVI algorithm. Unlike many of the mentioned paper, we provide also an empirical analysis on standard RL domains.

2. Definitions

In this section, we introduce the notation that will be used in the rest of the paper and we briefly recall some notions about Markov Decision Processes (MDPs) and Reinforcement Learning (RL). We follow the notation used in (Farahmand et al., 2010; Farahmand & Precup, 2012). For further information we refer the reader to (Sutton & Barto, 1998).

For a space $\Sigma$, with $\sigma$-algebra $\sigma_\Sigma$, $M(\Sigma)$ denotes the set of probability measures over $\sigma_\Sigma$. $B(\Sigma, B)$ denotes the space of bounded measurable functions w.r.t. $\sigma_\Sigma$ with bound $B$. A finite-action discounted MDP is a tuple $(\mathcal{X}, \mathcal{A}, P, \mathcal{R}, \gamma)$, where $\mathcal{X}$ is a measurable state space, $\mathcal{A}$ is a finite set of actions, $P : \mathcal{X} \times \mathcal{A} \rightarrow M(\mathcal{X})$ is the transition probability kernel, $\mathcal{R}$ is the reward function, and $\gamma \in [0, 1)$ is the discount factor. Let $r(x, a) = \mathbb{E}[\mathcal{R}(\cdot|x, a)]$ be uniformly bounded by $R_{\text{max}}$.

A policy is a mapping from $\mathcal{X}$ to a distribution over $\mathcal{A}$. As a consequence of taking action $A_t$ at $X_t$ we receive a reward signal $R_t \sim \mathcal{R}(\cdot|x, a)$ and the state evolves accordingly to $X_{t+1} \sim P(\cdot|X_t, A_t)$. For a policy $\pi$ we define the operator $P^\pi$ as follows $(P^\pi Q)(x, a) \triangleq \int_X P(dy|x, a) \sum_{a \in \mathcal{A}} \pi(y)[u(y)Q(y, u)]$. The action-value function for policy $\pi$ is defined as $Q^\pi(x, a) \triangleq \mathbb{E}\left[\sum_{t=0}^{\infty} \gamma^t R_t|X_0 = x, A_0 = a\right]$. $Q^\pi$ is uniformly bounded (for any $\pi$) by $Q_{\text{max}} = \frac{R_{\text{max}}}{1-\gamma}$. The optimal action-value function is $Q^*(x, a) = \sup_{\pi} Q^\pi(x, a)$ for all $(x, a) \in \mathcal{X} \times \mathcal{A}$. A policy is greedy when $\pi(x) \in \arg\max_{a \in \mathcal{A}} Q(x, a)$ for any $x \in \mathcal{X}$. A greedy policy w.r.t. to the optimal action-value function $Q^*$ is an optimal policy (e.g., Puterman, 1994).

Given a policy $\pi$, the Bellman operator $T^\pi : B(\mathcal{X} \times \mathcal{A}) \rightarrow B(\mathcal{X} \times \mathcal{A})$ is $(T^\pi Q)(x, a) \triangleq r(x, a) + \gamma P^\pi Q(x, a)$ and its fixed point is $T^* Q^* = Q^*$. The Bellman optimal operator $T^* : B(\mathcal{X} \times \mathcal{A}) \rightarrow B(\mathcal{X} \times \mathcal{A})$ introduces a maximization over actions (or equivalently policies) $(T^* Q)(x, a) \triangleq r(x, a) + \gamma \max_{a' \in \mathcal{A}} Q(x', a') P(dx'|x, a)$. Its fixed point is the optimal value function $Q^*$ (Puterman, 1994).

Norms and Operators. Given a probability measure $\mu \in M(\mathcal{X} \times \mathcal{A})$ and a measurable function $Q \in B(\mathcal{X} \times \mathcal{A})$ we define the $L_p(\mu)$-norm of $Q$ as $\|Q\|_{p, \mu} \triangleq \left[\int_{\mathcal{X} \times \mathcal{A}} |Q(x, a)|^p d\mu(x, a)\right]^{1/p}$. Let $z_{1:n}$ be a $\mathcal{Z}$-valued se-
and the Bellman residual at each iteration as:

Definition 1. (Empirical Operators (Farahmand et al., 2010)) Let \( D_n = \{ X_i, A_i, R_i, X_i' \}_{i=1}^n \) be a set of transitions such that \((X_i, A_i) \sim \mu, R_i \sim \mathcal{R}(\cdot | X_i, A_i)\) and \(X_i' \sim P(\cdot | X_i, A_i)\) and define \( H_n = \{(X_1, A_1), \ldots, (X_n, A_n)\} \).

### 3. Boosted Fitted Q-Iteration

Boosted Fitted Q-Iteration (B-FQI) belongs to the family of Approximate Value Iteration (AVI), which, starting with an arbitrary \( Q_0 \), at each iteration \( k \geq 0 \) approximates the application of the optimal Bellman operator in a suitable functional space such that \( Q_{k+1} \approx T^* Q_k \). The main point is in how to control the approximation error caused at each iteration so that the sequence eventually converges as close as possible to \( Q^* \). In AVI we account for two sources of approximation: I) representation of the Q-function, and II) computation of the optimal Bellman operator. The former source of approximation is due to the use of a function space \( \mathcal{F} \subset B(\mathcal{X} \times \mathcal{A}) \) to represent \( Q_k \), while the latter is caused by an approximate computation of \( T^* Q_k \).

We start considering that \( T^* Q_k \) can be computed, but cannot be represented exactly. We define the nonlinear operator \( S : B(\mathcal{X} \times \mathcal{A}) \rightarrow \mathcal{F} \) as:

\[
S y = \arg \inf_{f \in \mathcal{F}} \| f - y \|_\mu^2, \quad y \in B(\mathcal{X} \times \mathcal{A}),
\]

and the Bellman residual at each iteration as:

\[
\rho_k \triangleq T^* Q_k - Q_k. \tag{1}
\]

The estimate \( Q_{k+1} \) built by B-FQI is a (generalized) additive model (Hastie & Tibshirani, 1990):

\[
Q_{k+1} = Q_k + S \rho_k = \sum_{i=0}^{k} S \rho_i, \tag{2}
\]

obtained by fitting the Bellman residual at each iteration. Without loss of generality we assume \( Q_0(x, a) = 0 \) for any \((x, a) \in \mathcal{X} \times \mathcal{A} \).

Now that we have given an idea of the iterative schema exploited by B-FQI, we can consider the case where \( T^* Q_k \) is approximated through samples. At each step \( k \) we receive a set of transitions \( D_n^{(k)} \) and the empirical Bellman operator is computed by means of this dataset.

### Algorithm 1 Boosted Fitted Q-Iteration

**Input:** \( (D_n^{(k)})_{k=0}^{K}, (\beta_k)_{k=0}^{K}, Q_0 = 0 \)

for \( k = 0, \ldots, K \) do

\[
\hat{\rho}_k \leftarrow \hat{T}^* Q_k - Q_k \quad \text{w.r.t. } D_n^{(k)}
\]

\[
Q_{k+1} \leftarrow Q_k + \beta_k \arg \inf_{f \in \mathcal{F}} \| f - \hat{\rho}_k \|_{D_n^{(k)}}
\]

end for

return \( \hat{\rho}(x) = \arg \max_a Q_{K+1}(x, a) \quad \forall x \in \mathcal{X} \)

The empirical Bellman optimal operator \( \hat{T}^* : H_n \rightarrow \mathbb{R}^n \) is defined as

\[
(\hat{T}^* Q)(X_i, A_i) \triangleq \bar{R}_i + \gamma \max_a Q(X_i', a').
\]

We also introduce the empirical Bellman residual:

\[
\hat{\rho}_k \triangleq \hat{T}^* Q_k - Q_k. \tag{3}
\]

The whole class of Fitted Q-Iteration (FQI) algorithms (Ernst et al., 2005; Riedmiller, 2005; Farahmand et al., 2009; Farahmand & Precup, 2012) is based on the fit of the empirical optimal Bellman operator in \( \mathcal{F} \). The correctness of this procedure is guaranteed by

\[
\mathbb{E} \left[ \hat{T}^* Q_k(X_i^{(k)}, A_i^{(k)}) | X_i^{(k)}, A_i^{(k)} \right] = T^* Q_k(X_i^{(k)}, A_i^{(k)})
\]

Note that the same result holds for the Bellman residual

\[
\hat{\rho}_k(X_i^{(k)}, A_i^{(k)}) | X_i^{(k)}, A_i^{(k)} = \rho_k(X_i^{(k)}, A_i^{(k)})
\]

We are now ready to describe the sample-based boosting procedure (Algorithm 1). For any \( k \geq 0 \), B-FQI receives a dataset \( D_n^{(k)} \) and an estimate \( Q_k \). Let \( \hat{S} : B(\mathcal{X} \times \mathcal{A}) \rightarrow \mathcal{F} \) be a nonlinear operator as defined below. The base regression step applies \( S \) and the truncation operator \( \beta_k \) to \( \hat{\rho}_k \) to build an estimate:

\[
\hat{\rho}_k = \beta_k \hat{S} \hat{\rho}_k = \beta_k \arg \inf_{f \in \mathcal{F}} \| f - \hat{\rho}_k \|_{D_n^{(k)}}^2
\]

\[
= \beta_k \arg \inf_{f \in \mathcal{F}} \sum_{i=1}^{n} \frac{1}{n} \left[ f(X_i^{(k)}, A_i^{(k)}) - \rho_k(X_i^{(k)}, A_i^{(k)}) \right]^2,
\]

which is used to updated the approximation of \( T^* Q_k \). Similarly to (2), \( Q_{k+1} \) is given by

\[
Q_{k+1} = Q_k + \beta_k \hat{S} \hat{\rho}_k = \sum_{i=0}^{k} \hat{\rho}_i, \quad Q_{k+1} \in \mathcal{H}_{k+1}. \tag{4}
\]

Note that the introduction of the truncated projected Bellman residual \( \hat{\rho}_k \in B(\mathcal{X} \times \mathcal{A}, B_k) \) is required for the theoretical guarantees, while the role of \( \mathcal{H}_k \subset B(\mathcal{X} \times \mathcal{A}) \) is explained below. As shown in (Friedman, 2001), this boosting procedure can be seen as an instance of functional gradient descend.

### 3.1. Remarks

Supervised learning (SL) literature has deeply analyzed boosting both from practical and theoretical perspective.
We state some nice properties inherited by B-FQI. By exploiting a weak regressor as base model—e.g., regression trees (Geurts et al., 2006)—the algorithm is able to increase the complexity of the function space over time. In fact, at each iteration a new function is added to the additive model representing the estimate of Q∗. This increment can be seen as a procedure of altering the underlying function space and, potentially, increasing the richness of Hk at each iteration. Now suppose that our function space F is Glivenko-Cantelli, i.e., the error due to the empirical process goes to zero at least asymptotically. The preservation theorem (van der Vaart & Wellner, 2000) states that, under mild assumptions, the space obtained by the sum of Glivenko-Cantelli functions is still Glivenko-Cantelli. This means that if we start from a sufficiently powerful functional space, the boosting procedure at least preserves its properties. Although this does not provide any insight about the “increased” complexity of Hk, it shows the soundness of boosting. In practice this means that B-FQI is able to learn complex, nonparametric approximations of Q∗ over time.

Additionally, the update procedure is computationally efficient since it can rely on specialized batch algorithms available for several regression techniques. In SL the boosting procedure comes at an increased computational cost since it should estimate k > 1 regressors. Even if regression tasks become simpler at each successive iteration, the complexity is proportional to the number of steps (Bühlmann & Hothorn, 2008). In our settings, we enjoy the benefits of exploiting a richer approximation space, without paying any additional cost, since the number of regression tasks is the same as in the other FVI methods. In particular, we can see B-FQI as a single boosting procedure with time-varying target: Yk+1 = T∗Qk (while in SL the target is fixed). This aspect prevents to directly reuse results from SL. However, as we will see in the next section, we are still able to characterize the behavior of the B-FQI.

In this paper we use the norm of the residuals as a proxy for the learning complexity. Clearly, this is not the only factor that affects the complexity of learning. However, since we are using a generalized additive model, the norm of the residuals at iteration k is a good measure for the importance of the learned model. If the residual is small w.r.t. the previous iterations the new model will provide a small contribution when summed to the previous ones.

### FQI comparison

Several variants of FQI simply formalize the SL task as a plain (Ernst et al., 2005; Riedmiller, 2005) or regularized regression task (Farahmand et al., 2009). These approaches have fixed representational power given by the chosen function space F. When F is rich enough to represent all the functions in the sequence (Q∗), there are no clear advantages in using B-FQI from the point of view of the approximation (while, as we will see in the next section, there may still be benefits to the estimation error). Note that this statement is true even in SL. If we know that the target function belongs to a specific class and we use this information to model F there is no need of boosting. However, in practice this information is almost never available, specially in RL, where the shape of Q∗ is almost always unknown. In this case, B-FQI can take advantage of the weak regressor to “adapt” over time. Value Pursuit Iteration (Farahmand & Precup, 2012) is also able to adapt overtime. It is a nonparametric approach that exploits a modified version of Orthogonal Matching Pursuit (OMP) to construct a sparse Q-function representation from a dataset of atoms (updated over time). The design problem is somehow mitigated, but not removed because features are not automatically learned (but generated by pre-defined link functions that operate on the approximated value function at the last iteration). It is worth mentioning that it is possible to modify the OMP procedure to always incorporate the latest recovered Q-function and to construct an approximation of the Bellman residual by using the atoms in the dictionary. This procedure will mimic the behavior of B-FQI without the automatic construction of features. Finally notice that B-FQI and plain FQI behave in the same way when a linear regressor is considered.

## 4. Theoretical Analysis

This section is devoted to the theoretical analysis of B-FQI. We start with the error propagation (Section 4.1) and then we show a finite-sample error analysis (Section 4.2).

### 4.1. Error Propagation

We start by introducing tools that will be used through all the results of this section.

**Definition 2.** (Farahmand, 2011; Farahmand & Precup, 2012) Let μ be a distribution over the state-action pairs, (X, A) ∼ μ, μX be the marginal distribution of X, and πb(·|·) be the conditional probability of A given X of the behavioral policy. Further, let P be a transition probability kernel P : X × A → M(X) and Px,A = P(·|x, a). Define the one-step concentrability coefficient w.r.t. μ as

\[ C_{μ → ∞} = \left( \mathbb{E} \left[ \sup_{(y, a') \in X \times A} \left| \frac{1}{\pi_b(a'|y)} \frac{dP_{X,A}(y)}{d\mu_X} \right| \right] ^ {\frac{1}{2}} \right) ^ {\frac{1}{2}} \]

where C_{μ → ∞} = ∞ if P_{x,a} is not absolutely continuous w.r.t. μ, μX for some (x, a) ∈ X × A, or if πb(a'|y) = 0 for some (y, a') ∈ X × A.

The concentrability of one-step transitions is important since is used in (Farahmand, 2011, Lemma 5.11) to show that the optimal Bellman operator is γC_{μ → ∞}-Lipschitz w.r.t. the Banach space of Q-functions equipped with \|·\|_μ.
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Additionally, as done in SL theory, it is necessary to characterize the operator $S$.

**Assumption 1.** (Bounded operator) The operator $S$ is such that the operator $(I - S)$ is bounded:

$$
\exists \chi > 0 : \| (I - S)y \|_{\mu} \leq \chi \| y \|_{\mu} \quad \forall y \in B(\mathcal{X} \times \mathcal{A}).
$$

We now provide the following result that shows how the distance between $Q_k$ and $Q^*$ changes between iterations.

**Theorem 2.** Let $(Q_k)_{k=0}^{\infty}$ be a sequence of measurable action-value functions obtained following the boosted procedure in (2) and $L = \gamma C_{\mu \to \infty}$. Then, under Assumption 1

$$
\| Q_k - Q^* \|_{\mu} \leq ((1 + L)\chi + L) \| Q_{k-1} - Q^* \|_{\mu},
$$

Proof.

$$
\| Q_k - Q^* \|_{\mu} = \| Q_k - T^* Q_{k-1} + T^* Q_{k-1} - Q^* \|_{\mu}
\leq \| Q_{k-1} + S \delta_{k-1} - T^* Q_{k-1} \|_{\mu} + \| T^* Q_{k-1} - Q^* \|_{\mu}
\leq \chi \| \delta_{k-1} \|_{\mu} + L \| Q_{k-1} - Q \|_{\mu}
\leq (1 + L)\chi \| Q_{k-1} - Q^* \|_{\mu} + L \| Q_{k-1} - Q^* \|_{\mu}
\leq (1 + L)(\| Q_{k-1} - Q^* \|_{\mu} + L \| Q_{k-1} - Q \|_{\mu})
(5)
\leq (1 + L) \| Q_{k-1} - Q^* \|_{\mu}
\leq (1 + L) \| Q_{k-1} - Q \|_{\mu}
\leq (1 + L) \| Q_{k} - Q \|_{\mu}
\leq (1 + L) \| Q_{k} - Q^* \|_{\mu}
\leq (1 + L) \| Q_{k} - Q^* \|_{\mu}
\leq \ldots \leq (1 + L) \sum_{i=0}^{k-1} L^{k-1-i} \| Q_{k} \|_{\mu}
(6)
$$

where (5) follows Assumption 1 and inequality (6) is a consequence of the fact that

$$
\| Q_k \|_{\mu} \leq \| T^* Q_{k-1} - Q^* \|_{\mu} + \| T^* Q^* - Q_k \|_{\mu}
\leq (1 + L) \| Q_{k-1} - Q \|_{\mu}.
$$

First of all, notice that when $S = I$ (i.e., $\chi = 0$) we correctly obtain the usual convergence rate of value iteration. On the other side, similarly to SL (e.g., Bühlmann & Hothorn, 2008), we can still converge to the target (here $Q^*$) given that the operator $I - S$ is sufficiently contractive.

**Corollary 3.** Given the settings of Theorem 2, the sequence $(Q_k)_{k=0}^{\infty}$ converges to $Q^*$ when

$$
\chi < 1 - \gamma C_{\mu \to \infty} \quad \text{and} \quad \gamma C_{\mu \to \infty} < 1.
$$

While previous results were somehow expected to hold as a consequence of the results in SL, we now show how the approximation error due to the fitting of the Bellman residual propagates. For a sequence $(Q_k)_{k=0}^{\infty}$ denotes the approximation error as:

$$
\epsilon_k \triangleq \delta_k - \beta B_k \tilde{S} \delta_k,
$$

so that $Q_{k+1} = T^* Q_k - \epsilon_k$. The result we are going to provide is the boosted counterpart of (Farahmand & Precup, 2012, Theorem 2). Differently from Theorem 2, we implicitly consider the error due to the empirical process.

**Theorem 4.** Let $(Q_k)_{k=0}^{\infty}$ be a sequence of state-action value function, $(\epsilon_k)_{k=0}^{\infty}$ be the corresponding sequence as defined in (7). Define $\delta_k^{*} \triangleq (T^*)^{k+1} Q_0 - (T^*)^{k} Q_0$ and $L = \gamma C_{\mu \to \infty}$. Let $\mathcal{F} \subseteq \mathcal{B}(\mathcal{X} \times \mathcal{A})$ be a subset of measurable functions. Then,

$$
\inf_{f \in \mathcal{F}} \| f - (T^* Q_k - Q_k) \|_{\mu}
\leq \inf_{f \in \mathcal{F}} \| f - \delta_k^{*} \|_{\mu} + (1 + L) \sum_{i=0}^{k-1} L^{k-1-i} \| \epsilon_i \|_{\mu}.
$$

Proof. In order to bound $\inf_{f \in \mathcal{F}} \| f - \delta_k \|_{\mu}$ we pick any $f \in \mathcal{F}$ and by triangle inequality we have that

$$
\| f - \delta_k \|_{\mu} \leq \| f - \delta_k \|_{\mu} + \| \delta_k - \delta_k \|_{\mu}.
$$

Since by (Farahmand, 2011), $T$ is $L \triangleq \gamma C_{\mu \to \infty}$-Lipschitz w.r.t. $\| \cdot \|_{\mu}$, we can bound $\| \delta_k - \delta_k \|_{\mu}$ as follows:

$$
\| \delta_k - \delta_k \|_{\mu} \leq \| (T^*)^{k+1} Q_0 - T^* Q_k \|_{\mu} + \| (T^*)^{k} Q_0 - Q_k \|_{\mu}
\leq L \| (T^*)^{k+1} Q_0 - T^* Q_k \|_{\mu} + \| (T^*)^{k} Q_0 - Q_k \|_{\mu}
\leq (1 + L) \| (T^*)^{k+1} Q_0 - T^* Q_k \|_{\mu} + \| (T^*)^{k} Q_0 - Q_k \|_{\mu}
\leq (1 + L) \left( \| (T^*)^{k+1} Q_0 - T^* Q_k \|_{\mu} + \| (T^*)^{k} Q_0 - Q_k \|_{\mu} \right)
\leq (1 + L) \left( \| (T^*)^{k} Q_0 - Q_k \|_{\mu} + \| (T^*)^{k+1} Q_0 - T^* Q_k \|_{\mu} \right)
\leq \ldots \leq (1 + L) \left( \sum_{i=0}^{k-1} L^{k-1-i} \| \epsilon_i \|_{\mu} \right)
$$

The result follows from the combination of (8) and (9).

Previous theorem shows how the approximation error of the Bellman residual in the boosted scenario relates to the Bellman residual of Value Iteration ($\delta_k$) and the errors in earlier iterations. This bound will play a key role in the derivation of the finite-sample error bound (Theorem 7).

**Remark:** $\tau$-greedy policies. Previous FQI approaches have only focused on greedy policies, i.e., the application of the optimal Bellman operator. Recently, Munos et al. (2016) have analyzed the use of $\tau$-greedy policies for control purposes in off-policy learning. Inspired by such paper, by exploiting their definitions in $L_{\infty}$-norm, we show that it is possible to use $\tau$-greedy policies in AVI.

**Lemma 5.** Consider a sequence of policies $(\pi_k)_{k=0}^{\infty}$ that are non-greedy w.r.t. the sequence $(Q_k)_{k=0}^{\infty}$ of Q-functions obtained following the boosting procedure in (2) (with $\eta_k$ in place of $\epsilon_k$). Assume the policies $\pi_k$ are $\tau_k$-away from the greedy policy w.r.t. $Q_k$, so that $T^* Q_k \geq T^* Q_k - \tau_k \| \epsilon \|_{\infty}$, where $\epsilon$ is the vector with 1-components. Then for any $k > 0$, with $\eta_k \triangleq T \pi_k Q_k - Q_k$

$$
\| Q_k - Q^* \|_{\infty} \leq \| (S - I) \eta_k \|_{\infty}
\leq \gamma \| Q_{k-1} - Q^* \|_{\infty} + \tau_{k-1} \| Q_{k-1} \|_{\infty}.
$$
This result plays the same role of Theorem 2 and shows that by behaving \( \tau \)-greedy we have a linear additive cost proportional to \( \tau \). Finally notice that when \( \tau_k \rightarrow 0 \) for any \( k \), we recover the same bound, but in \( L_{1, \rho} \)-norm. We derived a similar result for AVI in App. 10 (Lemma 10).

### 4.2. Finite-Sample Error Analysis

In this section, we derive an upper bound to the difference between the performance of the optimal policy and the performance of the policy learned by B-FQI at the \( k \)-th iteration. Such upper bound depends on properties of the MDP, the properties of the approximation space and the number of samples. Since B-FQI is an AVI algorithm, we can bound the performance loss at iteration \( k \) \( \| Q^* - Q^{\mu}_k \|_{1, \rho} \) using Theorem 3.4 presented in (Farahmand, 2011), that we report here for sake of completeness (for \( L_{1, \rho} \)-norm):

**Theorem 6.** (Farahmand, 2011) Let \( k \) be a positive integer, \( Q_{\text{max}} \leq \frac{Q_{\text{max}}}{1 - \gamma} \), and \( \rho \) an initial state-action distribution. Then for any sequence \( (Q_i)_{i=0}^{k-1} \subseteq B(\mathcal{X} \times A, Q_{\text{max}}) \) and the corresponding sequence \( (\epsilon_i)_{i=0}^{k-1} \) defined in (7), we have

\[
\| Q^* - Q^{\mu}_k \|_{1, \rho} \leq \frac{2\gamma}{1 - \gamma} \left[ 2^{k}Q_{\text{max}} + \sup_{g \in [0, 1]} C_{V 1, \rho, \mu}^{(k)}(g)E^{(k)}(0, \ldots, \epsilon_{k-1}; g) \right],
\]

where

\[
C_{V 1, \rho, \mu}^{(k)}(g) = \left( \frac{1 - \gamma}{2} \right)^{2k},
\]

\[
\sup_{\pi_1, \ldots, \pi_k} \sum_{m=0}^{k-1} \gamma^m \left( C_{V 1, \rho, \mu}(m, k - i; \pi_k) + C_{V 2, \rho, \mu}(m + 1; \pi_{k+1}, \ldots, \pi_k) \right)
\]

\[= \alpha_i \sum_{m=0}^{k-1} \gamma^m \| \epsilon_i \|_{1, \rho}^2.
\]

For the definitions of \( C_{V 1, \rho, \mu} \), \( C_{V 2, \rho, \mu} \), and \( \alpha_i \) and the proof of the theorem we refer the reader to (Farahmand, 2011).

Although the above bound is shared by all the AVI approaches (e.g., FQL, VPL, B-FQI), for each approach is possible to bound differently the regression errors \( \epsilon_k \) made at each iteration \( k \). The following theorem provides an upper bound to \( \| \epsilon_k \|_{1, \rho}^2 \) for the case of B-FQI:

**Theorem 7.** Let \( (Q_i)_{i=0}^{k-1} \) be the sequence of state-action value functions generated by B-FQI using at each iteration \( i \) a dataset \( D_n^{(i)} = \{ X_s^{(i)}, A_s^{(i)}, R_s^{(i)}, X_{s+1}^{(i)} \}_{s=1}^n \) with i.i.d. samples \( (X_s^{(i)}, A_s^{(i)}) \sim \mu \) and \( R_s^{(i)} \sim P(\cdot | X_s^{(i)}, A_s^{(i)}) \). Let \( F \subseteq \mathcal{B}(\mathcal{X}, A) \) be a subset of measurable functions. Then,

\[
\| \epsilon_k \|_{1, \rho}^2 \leq 4 \inf_{f \in F} \| f - \hat{Q}_k \|_{1, \rho}^2 + 4(1 + L) \sum_{i=0}^{k-1} \sum_{j=0}^{k-1} \| \epsilon_j \|_{1, \rho}^2 + 24 \cdot 214B_k^2 \left( \log 42e + 2 \log(480eB_k^2n) \right)/n,
\]

where \( L = \gamma C_{\mu \rightarrow \infty} \), \( B_k = \max(\| \hat{\theta}_k \|_{\infty}, 1) \), and \( V_{f+} \) is the VC dimension of \( F_{+} \) that is the class of all subgraphs of functions \( f \in F \) (see Chapter 9.4 of (Györfi et al., 2002)).

**Proof.** Since by previous definitions \( \| \epsilon_k \|_{1, \rho}^2 = \| \hat{Q}_k - \tilde{Q}_k \|_{1, \rho}^2 \) and \( \hat{\theta}_k = B_k \hat{Q}_k = \beta_{B_k} \arg \inf_{f \in F} \| f - \hat{Q}_k \|_{1, \rho}^2 \), and given that \( \| \tilde{\theta}_k \|_{\infty} \leq B_k = \max(\| \hat{\theta}_k \|_{\infty}, 1) \), we can use Theorem 11.5 in (Györfi et al., 2002) to upper bound the above regression error as follows:

\[
\| \epsilon_k \|_{1, \rho}^2 \leq 2 \inf_{f \in F} \| f - \hat{Q}_k \|_{1, \rho}^2 + 24 \cdot 214B_k^2 \left( \log 42e + 2 \log(480eB_k^2n) \right)/n.
\]

Using Theorem 4 and the Cauchy-Schwartz inequality to bound the first term completes the proof.

The above theorem shows that the error of B-FQI at each iteration \( k \) can be bounded by the sum of three main terms, that, respectively, are: the approximation error in function space \( F \) of the Bellman error at the \( k \)-th iteration of VI, the propagation error that depends on the errors at previous iterations, and the estimation error induced by having a finite number of samples. The main differences between this result and related results presented in (Farahmand et al., 2010; Farahmand, 2011; Farahmand & Precup, 2012) are in the approximation and estimation errors. In B-FQI, \( \hat{Q}_k \) and \( \| \hat{\theta}_k \|_{\infty} \) take the role played, respectively, by \( (T^*)^k Q_0 \) and \( Q_{\text{max}} \) in other FVI approaches, enjoying the advantage of being bounded by smaller constants. For what concerns \( \hat{\theta}_k \), assuming that \( Q_0 \) is initialized at zero for any state-action pair, it is known that \( \| \hat{\theta}_k \|_{\infty} \leq \gamma^k R_{\text{max}} \). To upper bound \( \| \hat{\theta}_k \|_{\infty} \) we start showing how to bound the supremum norm of the Bellman residuals at iteration \( k \).

**Lemma 8.** Let \( (Q_i)_{i=0}^{k-1} \) be the sequence of state-action value function, \( (\epsilon_i)_{i=0}^{k-1} \) be the corresponding sequence as defined in (7), then

\[
\| \epsilon_k \|_{1, \rho}^2 \leq (1 + \gamma) \sum_{i=0}^{k-1} \gamma^{k-i-1} \| \epsilon_i \|_{1, \rho}^2 + \gamma^k R_{\text{max}}.
\]

 Leveraging on this result, we provide a bound to \( \| \hat{\theta}_k \|_{\infty} \).

---

2 The independence of the datasets at different iterations can be relaxed as done in (Munos & Szepesvári, 2008, Section 4.2).
Lemma 9. Let \((Q_i)_{i=0}^{k-1}\) be a sequence of state-action value function, \((\epsilon_i)_{i=0}^{k-1}\) be the corresponding sequence as defined in (7), then
\[
\|\hat{q}_k\|_\infty \leq (1 + \gamma) \sum_{i=0}^{k-1} \gamma^{k-i-1} \|\epsilon_i\|_\infty + \gamma^k R_{\text{max}} + 2R_{\text{max}}.
\]

From the stated results, it can be noticed that when the errors at previous iterations is small enough, B-FQI can achieve an upper bound to the estimation error at iteration \(k\) similar to other FVI methods, but needing fewer samples since the range of the target variable is smaller.

5. Empirical Results

We empirically evaluate the behavior of FQI (Ernst et al., 2005), Neural FQI (Riedmiller, 2005) and B-FQI on two different MDPs. As regression models we consider extra-trees (Geurts et al., 2006) and neural networks (Goodfellow et al., 2016).\(^3\) We evaluate the quality of a learned policy \(\pi_K\) (greedy w.r.t. to \(Q_K\)) with the score \(J^{\pi_K} = \mathbb{E}_{x_0 \sim D} [V^{\pi_K}(x_0)]\), where \(V^{\pi_K}(x)\) is the discounted return obtained following the policy \(\pi_N\) starting from a state \(x_0\) drawn from the initial state distribution \(D \in \mathcal{M}(\mathcal{X})\). \(V^{\pi}(x_0)\) is always approximated by means of a single rollout. Refer to App. C for additional details and experiments.

5.1. Swing-Up Pendulum

The aim of the problem is to swing a pendulum to make it stay upright. The experiments are based on OpenAI Gym implementation (Brockman et al., 2016) (version v0). Similarly to (Doya, 2000) the reward is defined as \(r(x) = \cos(\theta)\) where \(\theta\) is the angle of the pendulum w.r.t. to the upright position. The MDP action space is continuous with values in \([-2, 2]\), but we consider (without loss in performance) two discrete actions for the computation of \(\hat{T}\) and the greedy policy. The discount factor is \(\gamma = 1\). The extra-tree ensemble is composed of 30 regressors with a minimum number of samples per split of 4 and a minimum number of samples per leaf of 2. The neural network has 1 hidden layer with sigmoidal activation and is trained using RMSProp (Goodfellow et al., 2016). We averaged the results over multiple datasets having trajectories of 200 steps collected using a random policy, starting from random initial states \(x = \{(\cos(\theta), \sin(\theta), \hat{\theta})\mid \theta \in [-\pi, \pi], \hat{\theta} \in [-1, 1]\}\). The number of episodes per dataset is one parameter of our analysis. The score \(J^{\pi_K}\) is approximated by randomly sampling 5 initial states.

Model complexity. We want to show how the performance of FQI and B-FQI is affected by the model complexity and by the number \(K\) of iterations. We collected 10 datasets of 2000 episodes to average the results. Figure 1 shows the performance (darker is better) of FQI and B-FQI using neural networks and extra-trees of different complexity. The scores obtained by B-FQI overcome the FQI ones in both cases. Both algorithms require almost the same number of steps to solve the environment, but, as expected, B-FQI needs less complex models than FQI. Figure 2a shows the scores of the greedy policy at last iteration as a function of the model complexity. These results empirically show that B-FQI is able to boosting the learning curve by efficiently exploiting weak models. Clearly, when the model is sufficiently rich (and the samples are enough) FQI and B-FQI are both able to solve the MDP.

In the previous analysis, we compared the performances of B-FQI and FQI w.r.t. the model complexity used in the training phase. We have seen that B-FQI seems to achieve better performance with a lower model complexity. However, since B-FQI uses an additive model, it is interesting to compare B-FQI with FQI using a model that has the same overall complexity of the model built by B-FQI. For this analysis we used a single layer neural network of 5 and 100 neurons respectively for B-FQI and FQI. As we can notice...
from Figure 2b FQI shows a poor performance with large variance. Such behavior is due to the fact that the model is too complex and thus it overfits at each iteration, while the simpler model used at each iteration by B-FQI leads to better generalization and more stable learning.

**Sample complexity.** We analyze how the algorithms behave w.r.t. the dataset dimension. We collected 20 datasets of up to 2000 episodes to average the results. For both algorithms, in order to make a significant analysis, we considered the simplest models that in Figure 2a achieve a mean score greater than $-1.5$, thus indicating that the models have learned a “good” policy. Figure 2c shows that B-FQI is more robust than FQI w.r.t. the dimension of the dataset. When coped with neural networks FQI is not able to reach B-FQI scores even with a significant amount of samples.

5.2. Bicycle Balancing
The problem of bicycle balancing is known to be a complex task (Ernst et al., 2005; Randløv & Alstrøm, 1998). The aim of the problem is to ride the bicycle without letting it fall down. The state is composed by 5 continuous variables while the action space is discrete. We defined the reward as $r(x) = -\omega \frac{180}{12\pi}$ where $\omega$ is the tilt angle from the vertical of the bicycle. The discount factor is $\gamma = 0.98$. All the details can be found in the references. The extra-tree ensemble is composed of 50 regressors with a minimum number of samples per split of 7 and a minimum number of samples per leaf of 4. Compared to (Ernst et al., 2005), we have limited the depth to 17 levels (with full depth the algorithms behave similarly). Similarly to (Riedmiller, 2005), the neural network has 2 hidden layers composed of 10 sigmoidal neurons. We averaged the results over 10 datasets of 1000 episodes using a random policy, starting from random initial states. Episodes are truncated at 5000 steps. We evaluate the performance of FQI and B-FQI w.r.t. the number of iterations. As shown in Figure 3 the behaviors of B-FQI and FQI with neural networks are similar. As mentioned before, this means that the designed model is sufficiently powerful. Instead B-FQI clearly outperform FQI with extra-trees. This shows that when the regressor is not sufficiently powerful FQI fails to learn near optimal performances. On contrary, B-FQI quickly learn “good” policies that are able to keep the bicycle up for all 5000 steps. This shows the robustness of B-FQI w.r.t. FQI and the ability to significantly speed up the learning process.

6. Conclusion and Future Works
We proposed the Boosted FQI algorithm, a way to improve the performance of the FQI algorithm exploiting boosting. The main advantage of B-FQI w.r.t. other FVI methods, is that it can represent more complex value functions, while solving simpler regression problems. We analyzed B-FQI both theoretically, giving a finite-sample error bound, and empirically, confirming that boosting helps to achieve better performance in practical applications. Like all the boosting approaches, B-FQI needs to keep in memory all the learned models. This clearly increases both memory occupancy and time of prediction. This issue calls for the investigation of the empirical approaches that are used in SL to mitigate this computational burden. A further development of this work can be the study of effective ways of dynamically changing the model complexity at each iteration of our B-FQI in order to take even more advantage from the reduction of the Bellman residual along iterations.
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A. Non Greedy Policies: proofs and additional results

We provide proofs and additional results related to the case of non-greedy steps, i.e., Section 4.1. We start deriving the result for the general case of AVI and then we specialize the analysis for B-FQI. As far as we know this bound is not present yet in the literature. We strictly follow the notation used in (Munos et al., 2016).

Lemma 10. Consider a sequence of policies $\pi^k_i$ that are non-greedy w.r.t. the sequence $(Q^*_i)_{i=0}^k$ of Q-functions obtained following a general AVI procedure. Consider $\xi_k = T^{\pi_k}Q_k - Q_{k+1}$ as the approximation error with respect to the bellman operator $\pi_k$ where $\pi_k$ is $\tau$-greedy in the sense that $T^{\pi_k}Q_k \geq T^*Q_k - \tau_k \|Q_k\|_\infty e$, where $e$ is the vector with 1-components. For any $k > 0$:

$$
\|Q_k - Q^*\|_\infty \leq \|\xi_k\|_\infty + \gamma \|Q_{k-1} - Q^*\|_\infty + \tau_k \|Q_{k-1}\|_\infty. 
$$

(10)

Proof. We split the proof into two parts: lower and upper bound derivation.

Lower bound. Notice that

$$
Q_k - Q^* = Q_k + T^{\pi_k}Q_k - Q^* \\
\geq Q_k - T^{\pi_k}Q_k - \tau_k \|Q_k\|_\infty e + \gamma P^{\pi_k}(Q_k - Q^*) \\
= (S - I)(T^{\pi_k}Q_k - Q_k) - \tau_k \|Q_k\|_\infty e + \gamma P^{\pi_k}(Q_k - Q^*),
$$

(13)

where (13) follows from the definition of $T^{\pi_k}$ and $\tau$-away from the greedy policy

$$
T^{\pi_k}Q_k \geq T^*Q_k - \tau_k \|Q_k\|_\infty e \geq T^*Q_k - \tau_k \|Q_k\|_\infty e,
$$

while (14) is proved from

$$
Q_{k+1} - T^{\pi_k}Q_k = Q_k + S(T^{\pi_k}Q_k - Q_k) - T^{\pi_k}Q_k \\
= (S - I)(T^{\pi_k}Q_k - Q_k).
$$

(14)

We also provide a result with non greedy policy for B-FQI.

Let us define the following update schema

$$
Q_{k+1} = Q_k + S\eta_k = Q_k + S(T^{\pi_k}Q_k - Q_k).
$$

(12)

Lemma 11. Consider a sequence of policies $\pi_i$ that are non-greedy w.r.t. the sequence $(Q_i)_{i=0}^k$ of Q-functions obtained following the boosting procedure in (12). Assume the policies $\pi_k$ are $\tau_k$-away from the greedy policy w.r.t. $Q_k$, in the sense that $T^{\pi_k}Q_k \geq T^*Q_k - \tau_k \|Q_k\|_\infty e$, where $e$ is the vector with 1-components. Then for any $k > 0$

$$
\|Q_k - Q^*\|_\infty \leq \|(S - I)\eta_k\|_\infty + \gamma \|Q_{k-1} - Q^*\|_\infty + \tau_k \|Q_{k-1}\|_\infty
$$

where $\eta_k = T^{\pi_k}Q_k - Q_k$.

Proof. We split the proof into two parts: lower and upper bound derivation.

Lower bound. Notice that

$$
Q_k - Q^* = Q_k + T^{\pi_k}Q_k - Q^* \\
\geq Q_k - T^{\pi_k}Q_k = \tau_k \|Q_k\|_\infty e + \gamma P^{\pi_k}(Q_k - Q^*) \\
= (S - I)(T^{\pi_k}Q_k - Q_k) - \tau_k \|Q_k\|_\infty e + \gamma P^{\pi_k}(Q_k - Q^*),
$$

where (13) follows from the definition of $T^{\pi_k}$ and $\tau$-away from the greedy policy

$$
T^{\pi_k}Q_k \geq T^*Q_k - \tau_k \|Q_k\|_\infty e \geq T^*Q_k - \tau_k \|Q_k\|_\infty e.
$$

(14)
Upper bound. Let us derive a upper bound to the same quantity. Let \( \pi_k \) be the greedy policy associated to \( Q_k \), then

\[ T^{\pi_k} Q_k \geq T^\pi Q_k, \] for any policy \( \pi \).

\[
Q_k - Q^* = Q_{k-1} + S(T^{\pi_{k-1}} Q_{k-1} - Q_{k-1}) - Q^*
= Q_{k-1} + T^{\pi_{k-1}} Q_{k-1} + S(T^{\pi_{k-1}} Q_{k-1} - Q_{k-1}) - Q^*
= (S - I)(T^{\pi_{k-1}} Q_{k-1} - Q_{k-1}) + T^{\pi_{k-1}} Q_{k-1} - Q^*
\leq (S - I)(T^{\pi_{k-1}} Q_{k-1} - Q_{k-1})
+ T^{\pi_{k-1}} Q_{k-1} - T^{\pi_{k-1}} Q^*
= (S - I)(T^{\pi_{k-1}} Q_{k-1} - Q_{k-1})
+ \gamma P^{\pi_{k-1}}(Q_{k-1} - Q^*)
\]

since \( T^\pi Q^* \leq Q^* \) for any \( \pi \). Combining the above with (14) we derive the result\(^4\).

B. Proofs of Section 4.2

Lemma 12. Let \((Q_i)_{i=0}^{k-1}\) be a sequence of state-action value function, \((\epsilon_i)_{i=0}^{k-1}\) be the corresponding sequence as defined in (7), then

\[
\|\theta_k\|_\infty \leq (1 + \gamma) \sum_{i=0}^{k-1} \gamma^{k-i-1} \|\epsilon_i\|_\infty + \gamma^k R_{\max}
\]

Proof.

\[
\|\theta_k\|_\infty = \|T^\pi Q_k - Q_k\|_\infty
= \sup_{x,a} \left| r(x, a) + \gamma \int_X P(dy|x, a) \max_{a'} Q_k(y, a') - Q_k(x, a) \right|
= \sup_{x,a} \left| r(x, a) + \gamma \int_X P(dy|x, a) \max_{a'} (T^\pi Q_{k-1}(y, a') - \epsilon_{k-1}(y, a'))
- (T^\pi Q_{k-1}(x, a) - \epsilon_{k-1}(x, a)) \right|
\leq (1 + \gamma) \|\epsilon_{k-1}\|_\infty + \sup_{x,a} \left| \gamma \int_X P(dy|x, a) \max_{a'} (T^\pi Q_{k-1}(y, a'))
- \max_{a''} (Q_{k-1}(y, a'')) \right|
\leq (1 + \gamma) \|\epsilon_{k-1}\|_\infty + \gamma \|\theta_{k-1}\|_\infty
\]

By unfolding the recursion and noting that \( \|\theta_0\|_\infty \leq R_{\max} \) when \( Q_0 \) is initialized to zero for each state-action pair, the lemma is proved. \(\square\)

Leveraging on the previous Lemma, we can provide a bound to \( \|\hat{\theta}_k\|_\infty \).

Lemma 13. Let \((Q_i)_{i=0}^{k-1}\) be a sequence of state-action value function, \((\epsilon_i)_{i=0}^{k-1}\) be the corresponding sequence as defined in (7), then

\[
\|\hat{\theta}_k\|_\infty \leq (1 + \gamma) \sum_{i=0}^{k-1} \gamma^{k-i-1} \|\epsilon_i\|_\infty + \gamma^k R_{\max} + 2R_{\max}
\]

\(^4\)The proof could be also derived directly from Lemma 10 using the definition of \( \xi_k \) and the update schema defined in Equation (12).
Proof.

\[ \| \hat{\theta}_k \|_\infty = \| \bar{T}Q_k - Q_k \|_\infty = \sup_{x,a,x',a'} \left| r + \gamma \max_{a'} Q_k(x',a') - Q_k(x,a) \right| 
\]

\[ = \sup_{x,a,x',a'} \left| r + \gamma \max_{a'} (T^* Q_{k-1}(x',a') - \epsilon_{k-1}(x',a')) ight| 
\]

\[ - (T^* Q_{k-1}(x,a) - \epsilon_{k-1}(x,a)) \right| 
\]

\[ \leq (1 + \gamma) \| \epsilon_{k-1} \|_\infty + 2R_{\text{max}} + \gamma \sup_{x,a,x'} \left| \max_{a'} (T^* Q_{k-1}(x',a')) \right| 
\]

\[ - \int_{\mathcal{X}} P(dx|a) \max_{a''} (Q_{k-1}(y,a'')) \right| 
\]

\[ \leq (1 + \gamma) \| \epsilon_{k-1} \|_\infty + 2R_{\text{max}} + \gamma \sup_{z,a} \left| T^* Q_{k-1}(z,a') - Q_{k-1}(z,a') \right| 
\]

\[ = (1 + \gamma) \| \epsilon_{k-1} \|_\infty + 2R_{\text{max}} + \gamma \| \hat{\theta}_{k-1} \|_\infty. \]

Finally, using Lemma 12 we get the statement. \qed

C. Empirical Results

In this section we report additional information related to the experiments. We also provide additional evidence of the behavior of B-FQI on the cart-pole balancing problem.

We start commenting on the estimate of the utility \( V(x_0) \) of an initial state. We decided to use a single rollout since the variability is quite low in the selected domains. This low variability is given by the use of a deterministic (greedy) policy. As shown by the confidence intervals (averaged over different datasets) this was sufficient to obtain low variance in the experiments.

C.1. Further Details

Swing-Up Pendulum The score is divided by the maximum number of steps, corresponding to 200. This value represents the mean reward. The threshold chosen in 5.1 to perform sample complexity analysis, is -1.75 for both neural networks and extra trees cases. These values have been chosen in order to make a fair comparison between the algorithms. According to this consideration, the selected extra trees have a depth of 9 in B-FQI and 13 in FQI, and the selected neural network has 5 neurons in B-FQI and 11 neurons in FQI. The single layer neural networks used in the three empirical analysis are trained with a batch size of 2000 samples and RMSProp (Goodfellow et al., 2016). In order to avoid overfitting, early stopping is used. The training stops when the validation loss (the mean squared error computed using the 10% of collected data) does not improve of \( \delta_{\text{min}} = 0.06 \) w.r.t. to the best loss for patience equal to 5 training epochs.

Bicycle Balancing The state of the bicycle is a tuple \( x = (\theta, \dot{\theta}, \omega, \dot{\omega}, \Psi) \) where \( \theta \) is the front wheel angle from straightforward and \( \dot{\theta} \) is its angular velocity, \( \omega \) is the tilt angle from the vertical of the bicycle and \( \dot{\omega} \) is its angular velocity, and \( \Psi \) is the angle between the \( x \)-axis and the frame of the bicycle. The actions represent the torque on the handlebars and the displacement of the rider. The episode terminates when \(|\theta| \geq 12\pi/180\). Episodes are collected starting from a state \( x = \{(\theta, \dot{\theta}, \omega, \dot{\omega}, \Psi) | \theta, \dot{\theta}, \omega, \dot{\omega} = 0, \Psi \in [\pi, \pi]\} \). Evaluation episodes start from the state \( x = \{(\theta, \dot{\theta}, \omega, \dot{\omega}, \Psi) | \theta, \dot{\theta}, \omega, \dot{\omega} = 0, \Psi = 0\} \). For what concerns the training of the neural network, the batch size and optimization algorithm are the same used in the swing-up pendulum experiments. The neural network is trained using early stopping with \( \delta_{\text{min}} = 0.011 \) and \( \text{patience} = 75 \) training epochs.

C.2. Other Results

Cart-Pole Balancing The problem of cart-pole balancing consists in balancing a pole mounted on a cart moving on a frictionless track. We redefine the reward function as: \( r = \cos(15\theta) \) where \( \theta \) is the angle of the pendulum w.r.t. to the
We analyse how the algorithms behave according to sample complexity of the dataset. We collected 30 datasets of up to 2000 episodes to average the results. For both algorithms, in order to make a significant analysis, we considered the simplest models whose mean score is greater than a certain threshold which indicates that the models have learned a good upright position (Barto et al., 1983) in radians. The episode terminates when $|\theta| \geq 12\pi/180$ and $|z| \geq 2.4$, where $z$ is the horizontal position of the cart. Considering this, the multiplication by 15 in the reward function is a correction to let the reward range between $-1$ and $1$. Since the action space is discrete, we use a different regressor for each action. The discount factor is $\gamma = 1$. The extra trees ensemble is set as in the swing-up pendulum experiments. The neural network has the same configuration of the one used in the swing-up pendulum experiments, except for the early stopping parameters that are set to $\delta_{min} = 0.58$ and patience = 600. We averaged the results over different datasets collected using a random policy, starting from random initial states $x = \{(z, \theta, \dot{z}, \theta) | z \in [-2.4, 2.4], \theta \in [-0.05, 0.05], \dot{z} \in [-3.5, 3.5], \dot{\theta} \in [-3, 3] \}$. The evaluation is performed starting from a random initial state $x = \{(z, \theta, \dot{z}, \theta) | z, \theta, \dot{z}, \dot{\theta} \in [-0.05, 0.05] \}$. We want to show the performance of the algorithms in terms of model complexity w.r.t. the number of iterations. We collected 10 datasets of 2000 episodes to average the results. Figure 4 show how B-FQI reaches better performance than FQI also in this case. In the neural networks case, there is not a large difference between the two approaches, but this may be due to the fact that the problem is easily solved with shorty complex models. Figure 5 shows the scores of the algorithm with increasingly complex models and applying the greedy policy learned at the last iteration. The result show that there is a performance improvement using B-FQI, except for the neural network case, as shown on the heatmap too. Confidence intervals are plotted to show the statistical significance of the results.

We analyse how the algorithms behave according to sample complexity of the dataset. We collected 30 datasets of up to 2000 episodes to average the results. For both algorithms, in order to make a significant analysis, we considered the simplest models whose mean score is greater than a certain threshold which indicates that the models have learned a good
Figure 6. Sample complexity: score $J^{π_{20}}$ obtained by the algorithms in the cart-pole balancing experiments applying the greedy policy $π_{20}$ learned using datasets of increasing size with neural networks (left) and extra trees ensembles (right). Level 95% confidence intervals are shown.

Figure 7. Number of steps in which the bicycle moves without falling during an episode obtained by the algorithms in the bicycle balancing experiments applying the greedy policy $π_{K}$ learned using neural networks (left) and extra trees ensembles (right). Level 95% confidence intervals are shown.

policy. The threshold is set to 190 in the neural networks case and to 198 for the extra trees case. These values have been chosen in order to make a fair comparison between the algorithms. According to this consideration, the selected extra trees have a depth of 6 in B-FQI and 14 in FQI, and the selected neural network has 2 neurons in B-FQI and 4 neurons in FQI. Figures 6 show that B-FQI in this problem there are no significant differences between FQI and B-FQI performance and this may be due to the fact that the low complexity of the environment make the learning easy for both algorithms.

Bicycle Balancing We evaluate the quality of the policies learned by FQI and B-FQI counting the number of steps in which the bicycle is able to move without falling. The experimental settings are the same presented in 5.2. Figure 7 shows that, while in the neural network case there is not a significant difference between the two methods, in the extra trees case B-FQI is the only algorithm able to learn a policy that allow the bicycle to move without falling.