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Abstract

For classification problems, Bayesian networks are often used to infer a class variable when given feature variables. Earlier reports have described that classification accuracies of Bayesian networks achieved by maximizing the marginal likelihood (ML) were lower than those achieved by maximizing the conditional log likelihood (CLL) of a class variable given the feature variables. However, the reports stated no reason why CLL outperformed ML. Differences between the two scores’ performances in those earlier studies might depend on their respective learning algorithms: they were approximate learning algorithms, not exact ones. The present study compared the classification performances of Bayesian networks with exact learning using ML and those with approximate learning using CLL. Results demonstrate that the performance of Bayesian networks achieved by maximizing ML is not necessarily worse than that achieved by maximizing CLL. However, the results also show that classification accuracies with exact learning by ML are much worse than those by other methods when the class variable has numerous parents and few children. To resolve this difficulty, this study proposed exact learning augmented naive Bayes (ANB) using Markov blanket feature selection. Some comparison experiments demonstrated that the proposed method outperforms the other methods.

Keywords: Bayesian networks; classification; structure learning; augmented naive Bayes

1. Introduction

Classification, which is the inference of labels assigning the objective class from related features data, plays an important role in real-world problems.

The naive Bayes classifier, in which the feature variables are conditionally independent given a class variable, is a popular classifier [Minsky 1961]. Initially, the naive Bayes was not expected to provide highly accurate classification because actual data generation models are more complex. Therefore, the general Bayesian network (GBN) was expected to outperform the naive Bayes. However, Friedman et al. [1997] demonstrated that the naive Bayes sometimes outperformed GBN using greedy search to find the smallest Minimum Description Length (MDL) score, which was originally intended to approximate marginal likelihood (ML). They explained the reason for this intention by decomposing the MDL into the log likelihood (LL) term, which reflects model fitting to training data and the penalty term which reflects the model complexity. Moreover, they decomposed the term LL into a conditional log likelihood (CLL) of the class variable, which is related directly to the classification and a joint log likelihood of the feature variables, which is not related directly to the classification.

Consequently, they claimed that conditional MDL (CMDL) score, which is a modified MDL replacing the term LL by the term CLL, should be minimized to achieve a Bayesian network with
highly accurate classification. However, unfortunately, the CLL has no closed-form equation to estimate the optimal parameters. This fact implies that some optimization algorithms must be employed, such as gradient descent over the space of parameters (e.g., Extended Logistic Regression algorithm [Greiner and Zhou 2002]). When learning the network structure, this search must be repeated for each structure candidate, which renders the method computationally expensive.

As a simple solution to the problem, Friedman et al. (1997) proposed the augmented naive Bayes classifier (ANB) in which the class variable directly links to all feature variables and for which links among feature variables are allowed. Actually, ANB ensures that all feature variables can contribute to the classification. Later, restricted ANBs of various kinds were proposed, such as Tree-augmented naive Bayes (TAN) (Friedman et al., 1997) and Forest-augmented naive Bayes (FAN) (Lucas 2002).

Because maximizing CLL is difficult, various approximation methods to maximize CLL have been proposed. Carvalho et al. (2013) proposed the approximate conditional log likelihood (aCLL) score, which is decomposable and computationally efficient. Furthermore, Grossman and Domingos (2004) proposed a learning structure method using a greedy hill-climbing algorithm (Heckerman et al., 1995) to maximize CLL approximately. They experimentally demonstrated that the proposed methods outperformed methods using the greedy hill-climbing algorithm to minimize MDL.

However, they stated no reason why CLL outperformed ML. Differences between the two scores’ performances in those earlier studies might depend on their respective learning algorithms: they were approximate learning algorithms, not exact ones.

Recently, many algorithms of exact learning GBN to maximize ML were proposed (Silander and Myllymäki 2006; Yuan and Malone 2013; Cussens 2012).

First, this study compares the classification performances of the Bayesian networks exactly learned by ML and those approximately learned by CLL. Results show that maximizing ML does necessarily not provide worse classification accuracies than maximizing CLL does. However, the results also show that classification accuracies with exact learning by ML are much worse than those by other methods when the class variable has numerous parents and few children in the exactly learned networks. When a class variable has numerous parents, the estimation of conditional probability parameters of the class variable becomes unstable because the number of patterns of the parents’ values becomes large. Then the sample size for learning the parameters becomes sparse. However, the conditional probability parameters of the children given the class variable can be estimated stably as sufficiently reflecting the data because the number of parameters increases linearly as the number of children increases. Therefore, a small number of children of the class variable might be unable to reflect the feature data for classification when the sample size is insufficiently large.

To resolve the difficulty, this study proposes an exact learning ANB by maximizing ML over the class variable’s Markov blanket in the exactly learned GBN, which is a set of relevant variables affecting the classification in the GBN structure. The proposed algorithm uses dynamic programming (DP). This employs the Bayesian Dirichlet equivalent uniform (BDeu) score: one of the most popular learning scores (Heckerman et al., 1995; Buntine 1991). Some comparison experiments conducted with other methods show that the proposed method outperforms the other methods.
2. Bayes classifiers

2.1 Bayesian network

Let \( X = \{X_0, X_1, \ldots, X_n\} \) be a set of \( n+1 \) discrete variables; \( X_i, (i = 0, \ldots, n) \) can take values in the set of states \( \{1, \ldots, r_i\} \). We write \( X_i = k \) when we observe that an \( X_i \) is state \( k \). According to the Bayesian network structure \( S \), the joint probabilities distribution is given as

\[
P(X_0, X_1, \cdots, X_n) = \prod_{i=0}^{n} P(X_i \mid \Pi_i, S),
\]

where \( \Pi_i \) is the parent variable set of \( X_i \). Letting \( \theta_{ijk} \) be a conditional probability parameter of \( X_i = k \) when the \( j \)-th instance of the parents of \( X_i \) is observed (We write \( \Pi_i = j \)), we define \( \Theta = \{\theta_{ijk}\} (i = 0, \ldots, n; j = 1, \ldots, q_i; k = 1, \ldots, r_i) \). A Bayesian network is a pair \( B = (S, \Theta) \).

Buntine (1991) assumed the Dirichlet prior and used an expected a posteriori (EAP) estimator \( \hat{\theta}_{ijk} \):

\[
\hat{\theta}_{ijk} = \frac{\alpha_{ijk} + N_{ijk}}{\alpha_{ij} + N_{ij}}.
\]

In that equation, \( N_{ijk} \) represents the number of samples of \( X_i = k \) when \( \Pi_i = j \), \( N_{ij} = \sum_{k=1}^{r_i} N_{ijk} \).

The first learning task of the Bayesian network is to seek a structure \( S \) optimizing a given score. The most popular marginal likelihood (ML) score of Bayesian network (using a Dirichlet prior over model parameters) finds the maximum a posteriori (MAP) structure when we assume a uniform prior over structures, as described by Buntine (1991) and Heckerman et al. (1995). In addition, the Dirichlet prior is known as a distribution that ensures likelihood equivalence. This score is known as Bayesian Dirichlet equivalence (BDe) [Heckerman et al., 1995]. Given no prior knowledge, the Bayesian Dirichlet equivalence uniform (BDeu), as proposed earlier by Buntine (1991), is often used. Let \( D = \{x^1, \ldots, x^d, \ldots, x^N\} \) be training dataset and let each \( x^d \) be a tuple of the form \( \langle x_0^d, x_1^d, \cdots, x_n^d \rangle \). For the analyses presented in this paper, we assume no missing data throughout. The BDeu score is represented as

\[
P(D \mid S) = \prod_{i=0}^{n} \prod_{j=1}^{q_i} \frac{\Gamma\left(\frac{\alpha_{ij}}{q_i} + N_{ij}\right)}{\Gamma\left(\frac{\alpha_{ij}}{q_i}\right)} \prod_{k=1}^{r_i} \frac{\Gamma\left(\frac{\alpha_{ijk}}{r_i q_i} + N_{ijk}\right)}{\Gamma\left(\frac{\alpha_{ijk}}{r_i q_i}\right)},
\]

where \( \alpha \) is a hyperparameter.

The Minimum Description Length (MDL), which approximates ML, is also often used, as presented below.

\[
MDL(B \mid D) = \frac{\log N}{2} |\Theta| - \sum_{d=1}^{N} \log P(x_0^d, x_1^d, \cdots, x_n^d \mid B),
\]

where \( |\Theta| \) represents the number of parameters. Consequently, the first term is the penalty term, which signifies the model complexity. The second term, log likelihood (LL), is the fitting term, which represents model fitting to the training data.
2.2 Bayes classifiers

A Bayes classifier can be interpreted as a Bayesian network for which \( X_0 \) is the class variable and for which \( X_1, \ldots, X_n \) are feature variables. Given an instance \( \langle x_1, \ldots, x_n \rangle \) for feature variables \( X_1, \ldots, X_n \), the Bayes classifier \( B \) infers the class \( c \) by maximizing the posterior probability as

\[
\hat{c} = \arg \max_{c \in \{1, \ldots, r_0\}} P(c \mid x_1, \ldots, x_n, B) = \arg \max_{c \in \{1, \ldots, r_0\}} \prod_{i=0}^{n} \prod_{j=1}^{q_i} \prod_{k=1}^{r_i} (\theta_{ijk})^{1_{ijk}}
\]

\[
= \arg \max_{c \in \{1, \ldots, r_0\}} \prod_{j=1}^{q_0} \prod_{k=1}^{r_0} (\theta_{0jk})^{1_{0jk}} \times \prod_{i:X_i \in C} \prod_{j=1}^{q_i} \prod_{k=1}^{r_i} (\theta_{ijk})^{1_{ijk}},
\]

where \( 1_{ijk} = 1 \) if \( X_i = k \) and \( \Pi_i = j \) in case \( \langle x_1, \ldots, x_n \rangle \) and \( 1_{ijk} = 0 \) otherwise. Furthermore, \( C \) is a set of children of the class variable \( X_0 \). From Equation 5, we can infer class \( c \) given only the values of the \( X_0 \)'s parents, the \( X_0 \)'s children, and the parents of the \( X_0 \)'s children, which are called a Markov blanket of \( X_0 \).

However, [Friedman et al. (1997)] reported that the Bayes classifier minimizing MDL can not optimize the classification performance. They proposed the sole use of the conditional log likelihood (CLL) of the class variable given the feature variables instead of the log likelihood for learning Bayes classifier structures. Consequently, they proposed conditional MDL (CMDL), which is a modified MDL replacing LL by CLL, as shown below.

\[
CMDL(B \mid D) = \frac{\log N}{2} |\Theta| - \sum_{d=1}^{N} \log P(x_0^d \mid x_1^d, \ldots, x_n^d, B)
\]

Unfortunately, no closed-form formula exists for optimal parameter estimates to maximize CLL. Therefore, for each structure candidate, learning the network structure minimizing CMDL requires some search methods such as gradient descent over the space of parameters. For that reason, exact learning network structures by minimizing CMDL is computationally infeasible.

As a simple means of solving the problem, [Friedman et al. (1997)] proposed the augmented naive Bayes classifier (ANB), which ensures an edge from the class variable to each feature variable and which allows edges among feature variables. Furthermore, they proposed tree-augmented naive Bayes (TAN), in which the class variable has no parents and in which each feature variable has the class variable and at most one other feature variable as a parent variable.

On the other hand, various approximate methods to maximize CLL have been proposed. [Carvalho et al. (2013)] proposed an approximate conditional log likelihood (aCLL) score, which is decomposable and computationally efficient. Let \( S_{ANB} \) be an ANB structure of \( B \). Then we define \( \Pi_i^* = \Pi_i \setminus \{ X_0 \} \) based on \( S_{ANB} \). In addition, let \( N_{ijck} \) be the number of samples of \( X_i = k \) when \( X_0 = c \) and \( \Pi_i^* = j \) (\( i = 1, \ldots, n; j = 1, \ldots, q_i^*; c = 1, \ldots, r_0; k = 1, \ldots, r_i \)), and let \( N' > 0 \) be the number of pseudo-counts. Under several assumptions, aCLL can be represented as

\[
aCLL(S_{ANB} \mid D) \propto \sum_{i=1}^{n} \sum_{j=1}^{q_i^*} \sum_{k=1}^{r_i} \sum_{c=1}^{r_0} \left( N_{ijck} + \beta \sum_{c'=1}^{r_0} N_{ijc'k} \right) \log \frac{N_{ij+ck}}{N_{ij+c}},
\]

where

\[
N_{ij+ck} = \begin{cases} N_{ijck} + \beta \sum_{c'=1}^{r_0} N_{ijc'k} & \text{if } N_{ijck} + \beta \sum_{c'=1}^{r_0} N_{ijc'k} \geq N' \\ N' & \text{otherwise}, \end{cases}
\]

442
\[ N_{ij+c} = \sum_{k=1}^{r_i} N_{ij+ek}. \]

A value of \( \beta \) is found using a Monte-Carlo method to approximate CLL. When the value of \( \beta \) is optimal, aCLL is a minimum-variance unbiased approximation of CLL.

Moreover, Grossman and Domingos (2004) proposed a learning structure method using a greedy hill-climbing algorithm (Heckerman et al., 1995) by maximizing CLL while choosing parameters by maximizing LL.

These reports described that the classifier maximizing the approximated CLL provides better performance than that maximizing the approximated ML.

However, they specified no reason why CLL outperformed ML. Differences of performance between MDL and CLL in earlier studies might depend on the employed learning algorithms because they used not exact but approximate learning algorithms.

### 3. Classification accuracy of exact learning GBN

This section presents experiments comparing the classification accuracy of the exactly learned GBN by maximizing ML with that of the approximately learned network structure methods by maximizing CLL. Although BDeu has rarely been used for Bayesian classifiers, de Campos et al. (2014) proposed an extended TAN classifier by maximizing the BDeu score. The results demonstrated the effectiveness of the proposed method. This study also employs BDeu for learning a structure. Although determination of hyperparameter \( \alpha \) of BDeu is difficult (Silander et al., 2007; Steck, 2008; Ueno, 2008; Suzuki, 2017), we use \( \alpha = 1.0 \), which allows the data to reflect the estimated parameters to the greatest degree possible (Ueno, 2010, 2011).

The experiment compares the classification accuracies of the following six methods.

- **GBN-BDeu**: Exact learning GBN method by maximizing BDeu.
- **Naive Bayes**
- **GBN-CMDL** (Grossman and Domingos, 2004): Greedy learning GBN method using the hill-climbing by minimizing CMDL.
- **BNC2P** (Grossman and Domingos, 2004): Greedy learning method with at most two parents per variable using the hill-climbing by maximizing CLL (choosing parameters by maximizing LL).
- **TAN-aCLL** (Carvalho et al., 2013): Exact learning TAN method by maximizing aCLL.
- **gGBN-BDeu**: Greedy learning GBN method using the hill-climbing by maximizing BDeu.

We used EAP estimators as conditional probability parameters of the respective classifiers. Hyperparameters \( \alpha_{ijk} \) of EAP were determined as \( 1/(r_i q_i) \).

This experiment used 43 classification benchmark datasets from the UCI repository. Continuous variables were discretized into two bins using the median value as cut-off, as in de Campos et al. (2014). In addition, data with missing values were removed from the datasets.

Table 1 presents the results. In Table 1, the values in bold represent the best accuracies for each dataset. Here, the classification accuracy indicates the average percentage correct of classifications from ten-fold cross validation. Moreover, to investigate the relation between the classification accuracy and the GBN structure, Table 2 presents details of the achieved structures using **GBN-BDeu**.
Table 1: Accuracies of respective classifiers for 43 datasets

"Parents" in Table 2 presents the average maximum number of parents of the class variable from the GBN-BDeu based learned structures, "Children" denotes the average number of children of the class variable from the GBN-BDeu based learned structures. "Sparse data" denotes the average number of patterns of $X_0$'s parents value $j$ with null data, $N_{0j} = 0$ ($j = 1, \ldots, q_0$) from the GBN-BDeu based on learned structures. "MBsize" represents the average number of the Markov blanket size from GBN-BDeu based on learned structures.

From Table 1, GBN-BDeu shows the best average accuracy among the methods explained above. This result suggests that the performances of Bayesian networks by maximizing ML are not necessarily worse than those by maximizing by CLL. However, it is noteworthy that GBN-BDeu provides much worse accuracies than those for the other methods do in No. 3 and No. 9 datasets. In these datasets, the learned class variables by GBN-BDeu have no child. Numerous parents are shown in "Parents" and "Children" of Table 2. When a class variable has numerous parents, estimation of...
the conditional probability parameters of the class variable becomes unstable because the number of patterns of the parents values becomes large. Then the samples for the learning the parameters becomes sparse as presented in “Sparse data” of Table 2. However, the conditional probability parameters of the children given the class variable can be estimated stably as sufficiently reflecting the data because the number of parameters increases linearly as the number of the children increases. Therefore, a small number of children of the class variable might be unable to reflect the feature data for classification when the sample size is insufficiently large.

This analysis suggests that exact learning GBN by maximizing BDeu so as to have a small number of parents of the class variable and numerous children of the class variable might improve the accuracies of GBN-BDeu. A straightforward approach to ensure this idea is an exact learning ANB structure because the class variable has no parents: all the feature variables are children. However, Naive Bayes and TAN-aCLL, in which all feature variables are children of the class variable, provide much worse accuracy than GBN-BDeu does when the Markov blanket size of GBN-BDeu is
smaller than the number of all feature variables, as presented in Table 2. This result implies that ANB includes irrelevant feature variables with the class variable. These variables are known to have lower classification accuracy often because they only introduce noise in the classification (Langley and Sage, 1994). To avoid irrelevant variables in the feature variables, this study employs feature selection by finding the Markov blanket of a class variable.

4. Exact learning ANB

This section presents the algorithm of an exact learning method of ANB by maximizing the BDeu score over Markov Blanket of the class variable. The proposed algorithm employs dynamic programming (DP) (Silander and Myllymäki, 2006). The DP algorithm seeks an optimal score from all structures including all variables, but our algorithm searches from all structures including only feature variables always having the class variable as a parent. Specifically, the procedure includes the following four steps:

1. Find the Markov blanket $M$ from the learned optimal GBN structure over all variables using (Silander and Myllymäki, 2006).

2. Compute the local log BDeu scores for all possible $m^{2m-1}$ $(X_i, \Pi_i^* \cup \{X_0\})$ pairs over $M \cup \{X_0\}$, where $m$ is size of $M$. The local score for variable $X_i$ given parents $\Pi_i^*$ and the class variable $X_0$ is defined as

$$Score(X_i \mid \Pi_i^*, X_0) = \frac{q_i^*}{\sum_{j=1}^{q_i^*} \sum_{c=1}^{r_0} \log \left( \frac{\Gamma \left( \frac{1}{q_i^* r_0} \right)}{\Gamma \left( \frac{1}{q_i^* r_0} + \sum_{k=1}^{r_i} N_{ijck} \right)} \right) + \sum_{k=1}^{r_i} \log \left( \frac{\Gamma \left( \frac{1}{r_i q_i^* r_0 + N_{ijck}} \right)}{\Gamma \left( \frac{1}{r_i q_i^* r_0} \right)} \right).$$

3. For each feature variable $X_i \in M$, find the best parent set in candidate parent set $Z \cup \{X_0\}$ for all $Z \subseteq M \setminus \{X_i\}$.

4. Find the optimal ANB structure over $M$.

During the local score calculations and the best parent searches, the class variable $X_0$ is always included as a parent of all the feature variables. After step 3, one can find the optimal ANB structure using the same procedures as those proposed by Silander and Myllymäki (2006).

5. Experiments

This section presents numerical experiments that were conducted to evaluate the effectiveness of the proposed method. First, we compare the classification accuracies of exact learning ANB method without Markov-blanket-based feature selection (designated as ANB-BDeu) with those of the other methods in Section 3. The procedure of ANB-BDeu is obtained by replacing $M$ of the procedure in section 4 by all the feature variables. To confirm the significant differences of ANB-BDeu from the other methods, we applied Hommel’s tests (Hommel, 1988), which are used as a standard in machine learning studies (Demšar, 2006). The $p$-values are presented at the bottom of Table 1. Results show that ANB-BDeu outperforms Naive Bayes, GBN-CMDL, and BNC2P at the $p < 0.05$ significance level. ANB-BDeu improves the accuracy of GBN-BDeu when the class variable has numerous parents and a small number of children, which is true of the No. 3, No. 9, and No. 31 datasets, as presented in Tables 1 and 2. The difference is not statistically significant. It is
Table 3: Accuracies of respective classifiers achieved using feature selection for 43 datasets

noteworthy that the accuracies of $ANB-BDeu$ are much worse than those provided by $GBN-BDeu$ for the No. 5 and No. 14 datasets. Markov blanket sizes of these datasets are much smaller than the number of all feature variables, as shown in Table 2. Results show that feature selection by the Markov blanket is expected to improve the classification accuracies of the exact learning ANB method, as described in Section 3.

Next, we conduct experiments comparing the classification accuracies of the seven methods in Table 1 using Markov blanket feature selection (We apply 'M' as a prefix to each method name in Table 1). Table 3 shows the average accuracies and $p$-values of Hommel’s tests. Results show that $MANB-BDeu$ outperforms all the compared methods at the $p < 0.05$ significance level.

"Max parents" in Table 2 presents the average maximum number of parents learned by $MANB-BDeu$. A value of "Max parents" represents the complexity of the structure learned by $MANB-BDeu$. The results show that accuracies of $MNaive Bayes$ are better than those of $MANB-BDeu$ when the
sample size is small, such as No. 36 and No. 38 dataset. In these datasets, values of “Max parents” are large. When a variable has numerous parents, estimation of the variable parameters tends to become unstable as described in Section 3. $\text{MNaive Bayes}$ can avoid this phenomenon because the maximum number of parents is constantly only one. However, $\text{MNaive Bayes}$ cannot learn relations among feature variables at all. Therefore, $\text{MNaive Bayes}$ shows much worse accuracies than those for the other methods when the sample size is large such as No. 8 and No. 29 datasets.

$\text{MGBN-CMDL}$ shows much worse accuracies than those for the other methods in No. 1, No. 3, No. 9, No. 14, and No. 15 datasets because the penalty term of CMDL does not correspond to CLL. Actually, the penalty term was not derived from the conditional marginal likelihood but from the ML. $\text{MBNC2P}$ and $\text{MTAN-aCLL}$ avoid CLL to prefer adding extra edges with a restriction of at most two parents per variable instead of using the penalty term. However, the small upper bound of maximum number of parents tends to cause poor representational power of the structure [Ling and Zhang, 2003]. As a result, accuracies of the two methods tend to be worse than those of the $\text{MANB-BDeu}$ in datasets on which the value of "Max parents" is greater than two, such as the No. 29 dataset. However, like $\text{Naive Bayes}$, the two methods show better accuracies than $\text{MANB-BDeu}$ does when the sample size is small such as the No. 38 dataset.

$\text{MgGBN-BDeu}$ also shows better accuracy than $\text{MANB-BDeu}$ does for small samples, although $\text{MgGBN-BDeu}$ obtains worse accuracy for large samples such as the No. 29 and No. 33 datasets. The reason is that the exact learning methods estimate the network structure more precisely than the greedy learned structure for larger samples.

$\text{MANB-BDeu}$ improves the accuracies of $\text{GBN-BDeu}$ when the class variable has numerous parents and a small number of children such as the No. 3, No. 9, and No. 31 datasets, similarly to $\text{ANB-BDeu}$. The reason is that $\text{MANB-BDeu}$ avoids the sparse-data problem of $\text{GBN-BDeu}$.

Finally, we compare $\text{MANB-BDeu}$ and $\text{ANB-BDeu}$. The difference of the two methods is whether a Markov blanket feature selection is used or not. "Missing variables” are the average numbers of relevant variables to a class variable that are discarded by the feature selection. "Extra variables” are the average number of irrelevant variables to a class variable that are selected by the feature selection. We do not know the true relevant variable set. Therefore, we regard it as a class variable’s Markov blanket of the learned structure by $\text{GBN-BDeu}$ using whole training data. Results demonstrate that accuracies of $\text{MANB-BDeu}$ tend to be much better than those of $\text{ANB-BDeu}$ in datasets when the value of "MBsize” is small, such as No. 5 and No. 25 datasets. Consequently, the discarding numerous irrelevant variables in the features improves the classification accuracy. The values of "Extra variables” tend to be small for almost all datasets. In contrast, the accuracies of $\text{MANB-BDeu}$ tend to be worse than those of $\text{ANB-BDeu}$ when the value of "Missing variables” is large, such as the No. 7, No. 39, No. 43 dataset. It is noteworthy that the accuracy of $\text{MANB-BDeu}$ is the highest, although the value of "Missing variables” is somewhat large in the No. 42 dataset. The reason is that the Markov blanket includes important feature variables because the sample size for learning is sufficiently large. Generally speaking, the value of "Missing variables” tends to be small when the sample size is large such as those of the No. 12, No. 22, and No. 40 datasets. These results show that $\text{MANB-BDeu}$ outperforms $\text{ANB-BDeu}$ when the sample size is large.

6. Conclusions

First, this study compares the classification performances of the Bayesian networks exactly learned by BDeu and those approximately learned by CLL. Surprisingly, the results demonstrated that the
The performance of Bayesian networks achieved by maximizing ML is not necessarily worse than that from maximizing CLL. However, the results also show that the classification accuracies of the Bayesian networks exactly learned by BDeu are much worse than those by the other methods when the class variable has numerous parents and a few children. To solve the problem, second, this study proposes an exact learning ANB by maximizing BDeu over the class variable’s Markov blanket in the exact learned GBN. The experimentally obtained results show that the proposed method significantly outperforms approximately learned structure by maximizing CLL. However, the classification accuracy of the proposed method tends to lower when the Markov blanket feature selection discards numerous relevant variables to the class variable. Results show that the number of the discarded relevant variables tends to be small when the sample size is large. Therefore, the proposed method improves the classification accuracy when the sample size is large.

Our proposed method improves the performance of a Bayes classifier learned by BDeu when data are sparse. Recently, Scutari (2016, 2018) reported that BDeu should not be used for sparse data. They proposed a new Bayesian–Dirichlet sparse (BDs) score that provides better accuracy for sparse data. Therefore, if using the BDs score instead of the BDeu for exact learning GBN and ANB, then the classification accuracies might be improved.
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