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1. Introduction and Background

Bayesian networks (BNs; Pearl, 1988; Koller and Friedman, 2009) are probabilistic graph-
ical models based on a directed acyclic graph (DAG) G whose nodes are associated with
a set of random variables X = {Xy,..., Xx}. The arcs in G represent direct dependence
relationships between the variables in X; and graphical separation of two nodes implies
the conditional independence of the corresponding X;. In this paper we will focus on dis-
crete BNs (Heckerman et al., 1995), in which both X and the X; are multinomial random
variables; other possibilities include Gaussian BNs (Geiger and Heckerman, 1994) and con-
ditional linear Gaussian BNs (Lauritzen and Wermuth, 1989).

The task of learning a BN from data is usually performed in an inherently Bayesian
fashion by maximising

P(B|D) =P(G,0|D) = P(G| D) : PO[6,D) , (1)
—— —_———
learning structure learning parameter learning

where D is a sample from X, and B = (G,0) is a BN with parameter set ©. Structure
learning consists in finding the DAG G that encodes the dependence structure of the data;
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parameter learning involves the estimation of the parameters © given G. Both are computa-
tionally feasible for large data thanks to the Markov property (Pearl, 1988): in the absence
of missing data the global distribution of X decomposes into

N
P(X|G) =[] P(x:|m%) (2)
i=1

where the local distribution of each node X; depends only on the configurations of its parents
ITx, in G. This decomposition does not uniquely identify a BN; different DAGs can encode
the same global distribution, thus grouping BNs into equivalence classes (Chickering, 1995)
characterised by the skeleton of G (its underlying undirected graph) and its v-structures
(patterns of arcs of the type X; — X; <= X}, with no arc between X; and Xj).

Bayesian score-based structure learning uses goodness-of-fit scores to identify a maxi-
mum a posteriori (MAP) DAG G that maximises P(G | D). For discrete BNs, these scores
are Bayesian Dirichlet (BD) marginal likelihoods, the most common being the Bayesian
Dirichlet equivalent uniform (BDeu) score from Heckerman et al. (1995). We will show
that the prior uniform distribution that underlies BDeu is problematic from a Bayesian
and information theoretic perspective because it may lead to violations of the maximum
(relative) entropy principle (ME; Shore and Johnson, 1980; Skilling, 1988; Caticha, 2004).

The paper is organised as follows. In Section 2 we will review BD scores; and in particular
BDeu, its underlying assumptions and its problems as reported in the literature. In Section
3 we will derive the posterior expected entropy associated with a DAG G, which we will
further explore in Section 4. Finally, in Section 5 we will analyse BDeu using ME, and we
will compare its behaviour with that of the BDs score proposed in Scutari (2016).

2. Bayesian Dirichlet Marginal Likelihoods

Starting from (1), we can write
P(G| D) x P(G)P(D|G) = P(G) / P(D|G.0)P(O|G)d®

where P(G) is the prior distribution over the space of the DAGs spanning the variables in
X and P(D|G) is the marginal likelihood of the data given G averaged over all possible
parameter sets ©. P(G) is often taken to be a uniform P(G) o< 1 so that it simplifies when
comparing DAGs; we will do the same in this paper for simplicity. Using (2) we can then
decompose P(D | G) into one component for each node as follows:

N

N
P(Dr@:HP(XuH%i):H[ [pexing, ox)pox 0 )dox | @)
1=1 =1

In the case of discrete BNs, we assume X; |H§(Z ~ Multinomial (O x; |H§Q) where the pa-
rameters Ox;, ]Hg(l are the conditional probabilities 7, ; = P(X; = k| H% = 7). We then
assume a conjugate prior Ox; |H§(Z ~ Dirichlet(oji), ij a;ji, = a; > 0 to obtain the
closed-form posterior Dirichlet(cj, + n4ji) which we use to estimate the Tik| j from the
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counts nj;i, Zijk n;j = n observed in D. «; is known as the imaginary or equivalent sam-
ple size and determines how much weight is assigned to the prior in terms of the size of an
imaginary sample supporting it.

Further assuming positivity (| ; > 0), parameter independence (| ; for different par-
ent configurations are independent), parameter modularity (71| j associated with different
nodes are independent) and complete data, Heckerman et al. (1995) derived a closed form
expression for (3), known as the Bayesian Dirichlet (BD) family of scores:

N g

D(G,D;) = HBD (X; |HX s o) H H I'(aij) H Ik + nijr) ()

i=1 i=1j5=1 al]_‘_nm)k 1 F(aijk)

where r; is the number of states of X;; ¢; is the number of configurations of H();(i; ngj =
> ok Mijks Qij = Y Qijk; and o s the set of the ;. Various choices for a;j;, produce different
priors and the corresponding scores in the BD family:

e for a;j; = 1 we obtain the K2 score from Cooper and Herskovits (1991);
e for ayj, = 1/2 we obtain the BD score with Jeffrey’s prior (BDJ; Suzuki, 2016);

o for o, = /(riq;) we obtain the BDeu score from Heckerman et al. (1995), which is
the most common choice in the BD family and has «; = « for all Xj;

e and for o, = o/(rig;), where ¢; is the number of Hg( such that n;; > 0, we obtain
the BD sparse (BDs) score recently proposed in Scutari (2016).

BDeu is the only score-equivalent BD score (Chickering, 1995), that is, it is the only score
that takes the same value for DAGs in the same equivalence class. BDs is asymptotically
score-equivalent because it converges to BDeu when n — oo and the positivity assumption
holds.

The uniform prior associated with BDeu has been justified by the lack of prior knowledge
on the Oy, as well as its computational simplicity and score-equivalence; and it was widely
assumed to be non-informative. However, Steck and Jaakkola (2003) and Silander et al.
(2007) showed that DAGs selected using BDeu may have very different numbers of arcs
depending on complex interactions between o and D, controlled by the skewness of the
X | Hg(i and by the strength of the dependence relationships in X. These results have been
confirmed analytically more recently by Ueno (2010, 2011). Suzuki (2016) found that BDeu
is not regular in the sense that it may learn DAGs in a way that contradicts the respective
empirical entropies, even if the positivity assumption holds and n is large. This agrees with
the observations in Ueno (2010), who also observed that BDeu is not necessarily consistent
for any finite n, but only asymptotically for n — oo. A possible solution to these problems
was proposed by Scutari (2016) in the form of BDs, which was shown to be both more
accurate than BDeu in learning the G and competitive in predictive power. Its piecewise
empirical Bayes prior, which assigns a constant c;;, > 0 to observable values of X;|Ily,
(e.g., ngj > 0) and oy = 0 otherwise (n;; = 0), was shown empirically to rank DAGs
consistently with the corresponding Bayesian posterior estimate of entropy, reported in (6)
in the following section.

11
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3. Bayesian Structure Learning and Entropy

Shannon’s classic definition of entropy for a multinomial random variable X ~ Multinomial ()
with a fixed, finite set of states (alphabet) A is

H(X;7) = E(—log P(X)) = — )~ malogm,
acA

where the probabilities 7, are typically estimated with the empirical frequencies of each «a
in D, leading to the empirical entropy estimator. Its properties are detailed in canonical
information theory books such as Mackay (2003) and Rissanen (2007), and it has often
been used in BN structure learning (Lam and Bacchus, 1994; Suzuki, 2015). However, in
this paper we will focus on Bayesian entropy estimators, for two reasons. Firstly, they
are a natural choice when studying the properties of BD scores since they are Bayesian in
nature; and having the same probabilistic assumptions (including the prior distributions)
for the BD scores and for the entropy estimators makes it easy to link their properties.
Secondly, Bayesian entropy estimators have better theoretical and empirical properties than
the empirical estimator (Hausser and Strimmer, 2009; Nemenman et al., 2002).
Starting from (2), for a BN we can write

N
HY(X;0) = Y HI(X;0x,).
i=1

where HY (Xi; Ox,) is the entropy of X; given its parents Iy, in G. The marginal posterior
expectation of HY (Xi; ©x,) with respect to Oy, given the data can then be expressed as

B (H9(X,)| D) = [ H(X;:0x) P(Ox, | D) dOx,

where we use D to refer specifically to the observed values for X; and Hgg_ with a slight
abuse of notation. We can then introduce a Dirichlet(c;ji,) prior over ©x, with

P(Ox.D) = [ P(Ox, | D.ai) Plage | D) da.
which leads to
E(HY(X;)|D) = // HY(X;;0x,) P(Ox, | D, aiji) Pk | D) dviji dOx,

o [[B (19060 | D) PD ) Plas) dae (5)
where P(ozijk) is a hyper-prior distribution over the space of the Dirichlet priors, identified
by their parameter sets {c;i}.

The first term on the right hand-side of (5) is the posterior expectation of

qi T4
; i . Qiik + Nijk
HY (XD, aue) = = 3 3 piy logwy) with - p{) = THEUE(6)
sl Qij + Ny
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and has closed form

qi T

Qi + Mk
E (Hg( )| D, Ozz]k E Yo(auj +mnij +1) — E 75 T n” ¢0(aijk + Nk + 1) (7)
=1 =1 0T

from Nemenman et al. (2002), with 1o(-) denoting the digamma function. The second term
follows a Dirichlet-multinomial distribution (also known as multivariate Polya distribution;
Johnson et al., 1997) with density

ni;! (o) - [(njx + oujr)
' ) (8)

Njjk:

since
P(D| k) = /P(D |©x,) P(Ox, | ayj) dOx,

where P(D | O, ) follows a multinomial distribution and P(©x; | a;ji) is a conjugate Dirich-
let prior. Rearranging terms in (8) we find that

q; T4
INE) I'(nijk + aujk)
D|a; || 11 e J J BD(X; | 119 ; oy
( ‘O[]k Hk} anljk j:l P(”U +OZU) 1 F(aljk) X ( ’ Xi?a,]k) (9)

making the link between BD scores and entropy explicit. Unlike (9), BD has a prequential
formulation (Dawid, 1984) which focuses on sequential probabilistic prediction of future
events; hence it does not include a multinomial coefficient, which we will drop in the re-
mainder of the paper. Therefore,

E(HY(X;)|D) = /E(Hg(Xi) | D, aviji,) BD(X; |Hg(i;aijk:)P(0‘ijk)daijka (10)

and is determined by three components: the posterior expected entropy of Xj | H?Q under
a Dirichlet(c;jy,) prior, the BD score component for Xj | Hg(i, and the hyper-prior over the
space of the Dirichlet priors.

This definition of the expected entropy associated with the structure G of a BN is very
general and encompasses the entropies associated with all the BD scores as special cases. In
particular, the entropy associated with each of the BD scores in Section 2 can be obtained
by giving P(a;jx) = 1 to the o, associated with the corresponding prior, leading to

E (HY(X;)| D) = E (HY(X;) | D, aijie) BD(X; | T, ;5 cvijin).-

4. The Posterior Marginal Entropy

The posterior expectation of the entropy for a given Dirichlet(cvj ) prior in (7), despite
having a form that looks very different from the marginal posterior entropy in (6), can be
written in terms of the latter as we show in the following lemma.

13
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Lemma 1

qi
1
E (H9(Xy)| D aijie) ~ HY(X; | D, aije) - Zm-
=1 ] ]

Proof of Lemma 1 Combining v¢g(z + 1) = ¢o(2) + 1/z with ¢y(z) = log(z) — 1/(2z) +
O(272) from Anderson and Qiu (1997), we can write 1o(z + 1) ~ log(z) + 1/(2z) which
leads to

E (HY(X;) | D, aijp) =

[1/10(@1']‘ +ni; + 1) — Z
1

k=1

2

Qijk + Nijk
Q5 + Ny

Yo(auji + nijr + 1)

J

gi ri
1 ik + Niik 1

~ 1 g . — J J% ] . .

= [Og(% )t 2(uj + i) ; aij + i ( 8laigh + k) 2(ajn + nijk))]
:_iiazgk+mgk g(aijk+nijk> _f: ri — 1

it Qijj + Nyj QG5 + N = Q(Ozij + nij)
& -1
9(X;|D, k) Z —r -

2( i = nij)

Therefore, E(HY(X;) | D; ajx) is just the marginal posterior entropy HY (X;|D, avij1,) from
(6) plus a bias term that depends on the augmented counts o;; +n;; for the g; configurations
of Hg A similar result was derived in Miller (1955) for the empirical entropy estimator
and is the basis of the Miller-Madow entropy estimator.

5. BDeu and the Principle of Maximum Entropy

The mazimum (relative) entropy principle (ME; Shore and Johnson, 1980; Skilling, 1988;
Caticha, 2004) states that we should choose a model that is consistent with our knowledge
and that introduces no unwarranted information. In the context of probabilistic learning
this means choosing the model that has the largest possible entropy for the data, which will
encode the probability distribution that best reflects our current knowledge of X given by
D. In the Bayesian setting in which BD scores are defined, we then prefer a DAG GT over
a second DAG G~

B (19 (X)|D) <E (1 (X)|D) (11)

because these estimates of entropy incorporate all our knowledge including that encoded
in the prior and in the hyper-prior. The resulting formulation of ME represents a very
general approach that includes Bayesian posterior estimation as a particular case (Giffin
and Caticha, 2007); which is intuitively apparent since the expected posterior entropy in
(10) is proportional to BD. Furthermore, ME can also be seen as a particular case of the
minimum description length principle (Feder, 1986, MDL).

14
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Suzuki (2016) defined regular those BD scores that, following MDL, prefer simpler BNs
that have smaller empirical entropies and few arcs:

_ + +
H(XG [T, 3 min ) < H(XG [T 57 5), 1%, € 10, =
_ +
BD(X; [TI$, 5 i) > BD(X; |11, ;5 i)

Z(;:Tjjk) used in the posterior entropy es-

timators converge to the empirical frequencies used in the empirical entropy estimator,
making the above asymptotically equivalent to

For large sample sizes, the posterior probabilities p

_ + - +
H(X; | H% ; aijk) < H(X; | Hggi 5aijk)7 H.g(i - Hg;(i =
_ +
BD(X; |TIS. 5 i) > BD(X; |11, ;5 i)

which connects DAGs with the highest BD scores with those that minimise the marginal
posterior entropy from (6), satisfying the MDL principle using a MAP estimator instead of
the empirical one. However, we prefer to study BDeu and its prior using ME as defined in
(11) for two reasons. Firstly, posterior expectations are widely considered to be superior to
MAP estimates in the literature (Berger, 1985), as has been specifically shown for entropy
in Nemenman et al. (2002). Secondly, ME directly incorporates the information encoded
in the prior and in the hyper-prior, without relying on large samples to link the empirical
entropy (which depends on X, ©) with the BD scores (which depend on X, & and integrate
© out).

Without loss of generality, we consider now the simple case in which G~ and G differ
by a single arc, so that only the local distribution of X; differs between the two DAGs. For
BDeu, ;i = a/(ri¢9;) and substituting (3) in (11) we get

E (Hg‘ (X,)|D, aijk) BDeu (X,- | H%;aijk> <
E (H9+ (X,)|D, aijk) BDeu (Xl- fivas aijk) . (12)

If the sample D is sparse, some configurations of the variables will not be observed; it
may be that the sample size is small and those configurations have low probability, or it
may be that X violates the positivity assumption (7%‘ ; = 0 for some i, j, k). As a result,

we may be unable to observe all the configurations of Hg;,Hgg in the data. Then the
corresponding n;; = 0 and Scutari (2016) found that

+
BDeu(X; |1 ; aiji) =
T

T(riciji) 1 Lles I'(rs0in) I(aujn + nijr)
11 [F € F(sz‘jk)] 11 [T(Tiaijk+nij)n (cviji)

jiniy=0 wk) 2y iy >0 k=1

The effective imaginary sample size, defined as the sum of the «;j;, appearing in terms that
do not simplify (and thus contribute to the value of BDeu), decreases to Zj:nij>0 Qji =
a(qi/qi) < a, where §; < ¢; is the number of parent configurations that are actually observed
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in D. In other words, we are computing BDeu with an imaginary sample size of «(g;/¢;)
instead of «, since the remaining «(q; — ¢;)/q; is effectively lost. As a result, when we
compare a G~ for which we observe all configurations of H%}: with a Gt for which we do

not observe some configurations of ng, instead of (12) we are actually using

E (Hg’(Xi) 1D, aijk) BDeu (Xz- | H%;aijk) <
E (Hg+ (Xi)| D, aijk> BDeu <Xi ]H%j; Oéz’jlc(di/%)) (13)

which is different from (11) and thus not consistent with ME. It is not consistent from a
Bayesian perspective either, because G~ and G' are compared with marginal likelihoods
arising from different priors; as expected since we know from Giffin and Caticha (2007) that
the Bayesian posterior estimation can be derived as a particular case of ME.

As for the posterior expected entropy of X; | H()’Z, if some n;; = 0 then the posterior
expected entropy for the uniform prior associated with BDeu becomes

E (H9"(X)| D, ) =

Z l%(riazjk +1) - kzl %@bo(aijk +1)

Jing ;=0

+

T
Qi + Nijk
1!}0 r-a-Ak+n-<+1 _ 7¢0 Oék+nk+1
Z [ (1 ] 1) ) ;Tiaijk"i'nij ( ) ) )

j:ni]‘>0

where the first term collects the conditional entropies corresponding to the ¢; —g; unobserved
parent configurations, for which the posterior distribution coincides with the uniform prior:

~
~

Z [%("”iaijk +1) - ; :iw()(aijk +1)

Jing;=0
"Ly o =1 1 ri—1
3 ST g () S g [t - T
im0 k1 1T Ti%igk /) 5 A% Ti ij

By definition, the uniform distribution has the maximum possible entropy; the posteriors
we would estimate if we could observe samples for those configurations of the Hgg almost
certainly would have a smaller entropy. At the same time, the entropies in the second
term are smaller than what they would be if we only considered the ¢; observed parent
configurations, because a1, = a/(13¢;) < o/ (r;q;) means that posterior densities are farther
from the uniform distribution. This, however, does not necessarily compensate for the
overestimation of the entropy of the ¢; — ¢; unobserved distributions, as we can see in the
example below.

Example 1 Consider a simple example taken from Suzuki (2016), where the sample fre-
quencies ngjy, for X | Hg{ are:

16
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Z,W 10,0 1,0 0,1 1,1
0/ 3 0 0 3
X9l 3 3 o0

and those for X | Hg; are as follows.

Z,W,Y |0,0,0 1,0,0 0,1,0 1,1,0 0,0,1 1,0,1 0,1,1 1,1,1
0 3 0 0 0 0 0 0 3

X 1 0 3 3 0 0 0 0 0

If we take o =1, then in BDeu ;i = 1/8 for G— and ayj, = 1/16 for GT, so

E (Hg‘(X) | D, ;) =

— 4 [do(1i+3+1) - g i Zi%(l/s +04+1) - g i 1;;?1/10(1/8 +3+ 1)} = 0.3931,
g+ 1
E (H (X)| D, 16)
=4 [Yo(18+3+1) — (;’—:_11//1;1/}0(1/16 +0+1)— %3—:— 1// Yo(l/16 + 3 + 1)] +
4 [¢o(1/8 +0+1)— %ill//l;wo(l/m F0+1)— %i 1//861/10(1/16 10+ 1)] — 0.5707;

and

4
- 1\ [ T | TCs+3) T _
BDeu<X]H§(,8>_<F<1/4+3) ) }}(/8 ) = 0.0326,

i1 r(ifs) [T(he+3) A\
0o (108" 55) = (i | o ping)) — 00

Therefore we choose G over G~ 1Qoth by BDeu alone and by ME even though we only
observe ¢; = 4 configurations of Hgf out of 8, and the sample frequencies are identical for
those configurations:

E (Hg’ (X) yD) = 0.3931 - 0.0326 = 0.0128 < 0.0252 = 0.5707 - 0.0441 = E (Hg+ (X) |D> :

Indeed the data contribute the same information to the posterior expected entropies; both
X | Hg{ and X | Hg; have empirical entropy equal to zero. The difference must then arise
because of the priors: both Ox | H()’}_ and Ox |H§(+ follow a uniform Dirichlet prior, but in
the former a = 1 and in the latter o = 1/2 because §; = 4 < 8 = ¢;. A consistent model
comparison with BDeu requires that all models are evaluated with the same prior and thus
with the same effective imaginary sample size, which clearly is not the case in this example.

Based on these results and the example above, we state the following theorem.

Theorem 2 BDeu and the associated uniform prior over the parameters of the BN may
lead to violations of ME if any parent configuration of any node is not observed in the data.
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Neither of the problems described above affects BDs, because its piecewise uniform prior
preserves the imaginary sample size even when ¢; < g;; and because it prevents the posterior
entropy from inflating by allowing the ¢; terms corresponding to the n;; = 0 to simplify.
Assuming «;j;, = 0 implies

T

> [1/10(1) - ¥¢0(1)] = tho(1) —tho(1) =

jmi;=0 k=1""

Example 1 (Continued) If we compare X |11, and X | H(j?r with BDs, we have that
a;ji, = 1/8 for both X | Hg{ and the §; observed parent configurations in X | H()J;r. Then

E (HQ(X) D, é) —E (Hg+(X) 1D, é) -

:4[¢0(1/4+3+1) 0+ j%(/ +0+1) -

BDs (X,Hg—; é) = BDs (Xngj ;) (F(lz/(:ﬁ)g)

which leads to

3+/

+1/a

wo(l/s +3+1} = 0.3931,
rs+3) I'(t
() %ﬂ) = 0.0326;

E <Hg’ (X) |D) = 0.3931 - 0.0326 = 0.0128 = 0.0128 = 0.3931 - 0.0326 = E (Hg+ (X) |D) .

Neither BDeu nor ME express a preference for G— or G ; since we have observed above that
the data contribute exactly the same information for both DAGs, the same must be true for
the prior associated with BDs.

6. Conclusions and Discussion

Bayesian network learning follows an inherently Bayesian workflow in which we first learn
the structure of the DAG G from a data set D, and then we learn the values of the parameters
O given G. In this paper we studied the properties of the Bayesian posterior scores used to
estimate P(G | D) and to learn the G that best fits the data. For discrete Bayesian networks,
these scores are Bayesian Dirichlet (BD) marginal likelihoods that assume different Dirichlet
priors for © x, and, in the most general formulation, a hyper-prior over the hyper-parameters
;i of the prior. We concentrated on the most common BD score, BDeu, which assumes
a uniform prior over Ox;; and we studied the impact of that prior on structure learning
from an information theoretic perspective, looking at possible violations of the maximum
entropy principle (ME) when D is sparse and some parent configurations for at least one
node are not observed. After deriving the form of the posterior expected entropy for G given
D, we found that the BD equivalent uniform (BDeu) score may select models in a way that
violates ME and that is problematic from a Bayesian perspective. In contrast, the BDs score
proposed in Scutari (2016) does not, even though it converges to BDeu asymptotically.
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