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Abstract

In this paper, we propose a new method to compile $s$-$t$ simple paths on a graph using a new compilation method called merging frontier based search. Recently, Nishino et al. proposed a top-down construction algorithm, which compiles $s$-$t$ simple paths into a Zero-suppressed SDD (ZSDD), and they showed that this method is more efficient than simpath by Knuth. However, since the method of Nishino et al. uses ZSDD as a tractable representation, it requires complicated steps for compilation. In this paper, we propose z-st-d-DNNF, which is a super set of ZSDD. By using this method instead of ZSDD, we show that more efficient $s$-$t$ simple paths compilation can be realized.
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1. Introduction

Among combinatorial objects, the graph substructure is known for its various applications. It is extensively studied as the target of compilation in the field of Knowledge Compilation. Here, the graph substructure is a subset of the vertices or edges of a graph satisfying specific conditions.

A tractable representation called ZDD is widely applied for the knowledge compilation of graph substructure. ZDD is a variation of BDD (Bryant, 1986) and it was proposed by Minato (Minato, 1993). Minato introduced a rule called zero suppression into BDD and showed that, by using zero suppression, the representation of a family of sets by ZDD is more succinct than that by BDD. Recently, Nishino et al. proposed a tractable representation called ZSDD (Nishino et al., 2016). While the ZDD size of simpath has a theoretical upper bound, which is derived from the path width of the input graph (Inoue and ichi Minato, 2016), the ZSDD size is bounded by the branch width (Nishino et al., 2017) of the input graph.

Knuth proposed a fast compilation method of ZDD called simpath (Knuth, 2011, 7.1.4 Answer to exercise 225). In simpath, the connection state of the edges at these vertices is managed using an array called mate. By using mate, Knuth showed that it is easy to share or prune the candidates for $s$-$t$ simple paths. The above method of using mate is also called frontier based search (Kawahara et al., 2014). Frontier based search is applied to, for instance, electricity network (Inoue
et al., 2015) and influence spread (Maehara et al., 2017). Recently, Nishino et al. proposed a top-down construction method (Nishino et al., 2017), which is an extension of the frontier based search. They demonstrated that a top-down construction method reduces the index size and processing time of construction than those by simpath.

The method of Nishino et al. requires some improvements despite its achievements. In the top down construction method, it is necessary to search all the possible path connection relationships among the edges. As a result, it requires a complicated process and causes a large overhead. The reason why this process is necessary is that ZSDD requires constraints referred to as \((X, Y)\)-decomposition. Owing to this constraint, ZSDD can be canonically compressed and reduced. In addition, ZSDD supports various binomial operations called \textit{apply}. However, the purpose of compiling the graph substructure into a tractable representation varies depending on its use cases. For example, when we enumerate or count a graph substructure, \textit{apply} is not necessary. When these queries are aimed at, it is required to design the frontier based search by relaxing the constraint to a level suitable for them.

In this paper, we first propose a tractable representation corresponding to \((X, Y)\)-decomposition, which is less restrictive than \((X, Y)\)-partition. A well-known example of such a tractable representation is \textit{structured d-DNNF} (Pipatsrisawat and Darwiche, 2008). However, in this paper, we propose \textit{z-st-d-DNNF}, which introduces zero suppression into \textit{structured d-DNNF} to realize a tractable representation that is more suitable for the representation of a family of sets. Next, we design a frontier based search on this \textit{z-st-d-DNNF} and show how to compile the \(s\)-\(t\) simple paths of a graph. In addition, in the computational experiment in Section 4, we show that our compilation method runs up to 20 times faster than the method based on ZSDD at a maximum. In this paper, our frontier based search, which is redesigned on a vtree created with branch decomposition, is denoted as \textit{merging frontier based search}, in contrast to conventional frontier based search such as simpath.

**Organization**

The organization of this paper is as follows. The terms are explained in Section 2. Our method is proposed in Section 3. The experimental results are provided in Section 4. The related works are described in Section 5. Section 6 concludes the paper.

**2. Preliminaries**

First, we list the frequently used notations in this paper in Table 1.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(G = (V, E))</td>
<td>Simple undirected graph.</td>
<td>(v_1, v_2, \ldots)</td>
<td>Nodes of a vtree (vnodes).</td>
</tr>
<tr>
<td>(</td>
<td>V</td>
<td>,</td>
<td>E</td>
</tr>
<tr>
<td>(u_1, u_2, \ldots)</td>
<td>Vertices of (G) (gnodes).</td>
<td>(E_v)</td>
<td>Edges corresponding to leaves of a vtree rooted from vnode (v).</td>
</tr>
<tr>
<td>(W)</td>
<td>Branch width.</td>
<td>(v_v)</td>
<td>An edge corresponding to a leaf (v) of a vtree.</td>
</tr>
<tr>
<td>(G[A])</td>
<td>Subgraph induced by edge set (A) of (G).</td>
<td>(2^{E_v})</td>
<td>Power set with universe (E_v).</td>
</tr>
<tr>
<td>(P(s, t))</td>
<td>Set of (s)-(t) paths.</td>
<td>(v[v])</td>
<td>Mate of vnode (v).</td>
</tr>
<tr>
<td>(d_1, d_2, \ldots)</td>
<td>Node of (z)-(st)-d-DNNF.</td>
<td>(m[u])</td>
<td>Mate of node (u).</td>
</tr>
<tr>
<td>(\perp, v, X, \perp X)</td>
<td>Terminal nodes representing (\emptyset, {\emptyset}, {X}, {\perp X})</td>
<td>(\phi(d))</td>
<td>Configuration of node (d).</td>
</tr>
<tr>
<td>(&lt;d&gt;)</td>
<td>Family of sets represented by (d).</td>
<td>(F(v))</td>
<td>Frontier nodes of a vnode (v).</td>
</tr>
</tbody>
</table>
2.1 Graph

Let $G = (V, E)$ be a simple undirected graph with vertex set $V$ and edge set $E$. Let $|V|$ be the cardinality of the vertices and $|E|$ be the cardinality of the edges. Path is a trail of vertices in which there exists an edge between the vertex and the next. Simple path is a path that contains no repeated vertices. For $A \subseteq E$, we represent a subgraph induced by $A$ as $G[A]$.

2.2 $(X,Y)$-decomposition

Here, we introduce the notions required for the representation of a family of sets. Let $f$ be a family of sets and $I$ be its universe. Let $X, Y$ be the subsets of $I$, each of which are mutually exclusive and let $X \cup Y = I$. When we denote two families of sets $f$, whose universes are $X$ and $Y$, as $p_1(X)$ and $s_1(Y)$, the family of sets $f$ is decomposed as shown below and it is referred to as $(X,Y)$-decomposition.

$$f = [p_1(X) \sqcup s_1(Y)] \cup \ldots \cup [p_n(X) \sqcup s_n(Y)]$$

Here, $\sqcup$ represents the operation join defined as $f \sqcup g = \{a \cup b \mid a \in f \text{ and } b \in g\}$. When we denote $p_1, \ldots, p_n$ as primes and $q_1, \ldots, q_n$ as subs, $(X,Y)$-decomposition is referred to as $(X,Y)$-partition iff each prime is mutually exclusive ($\forall i \neq j, p_i \cup p_j = \emptyset$), exhaustive ($\bigcup_{i=1}^n = 2^I$), and no $p_i$ is empty ($\forall i, p_i \neq \emptyset$). Here, let the power set whose universe is $I$ be $2^I$.

2.3 Vtree

Vtree is a binary tree in which each leaf corresponds to an element of a set. An example of vtree is shown in Figure 1. Each node in a vtree corresponds to a decomposition of the elements of a set into two groups: one that appears in the leaves of the left subtree of the node and the other that appears in the right subtree. Hear, we denote the left and right children of the node of a vtree as $v^l$ and $v^r$. The left and right children of each node of a vtree also recursively represents $(X,Y)$-decomposition. For example, the root of the vtree shown in Figure 1, $v = 3$, represents an $(X,Y)$-decomposition where $X = \{A, B\}$ and $Y = \{C, D\}$. Similarly, node $v = 1$ represents an $(X,Y)$-decomposition where $X = \{A\}$ and $Y = \{B\}$.

As we consider three types of graphs, namely input graph, vtree, and z-st-d-DNNF, which is shown later, in order to avoid confusion, we distinguish them by their name and notation. That
is, vtree nodes are called as \textit{vnodes} and denoted by \(v, v_1, v_r, \ldots\), graph vertices are called as \textit{gnodes} and denoted by \(u_1, u_2, \ldots\), and z-st-d-DNNF nodes are called as \textit{dnodes} and denoted by \(d_1, d_2, \ldots\).

### 2.4 Branch Decomposition

\textit{Branch decomposition} is a pair \((T, \tau)\), where \(T\) is a ternary tree and \(\tau\) is a bijection from the set of leaves of \(T\) to the set of edges of \(G\) (Robertson and Seymour, 1991). When excluding a certain edge from \(T\), \(G\) is divided into two subgraphs. Considering the vertices shared by these two subgraphs, the maximum size of the vertices is called the \textit{width} of branch decomposition. The minimum width among all branch decompositions of a given graph \(G\) is called \textit{branch width}.

### 2.5 Frontier Based Search

When we compile a graph substructure, in frontier based search, we either select or do not select each edge of an input graph with a predetermined order such as breadth-first search, and construct a binary tree (Knuth, 2011). Let us denote the set of gnodes connected with the processed edges as \(U_1\), and the set of gnodes connected with the unprocessed edges as \(U_2\). We call the gnode set \(U = U_1 \cap U_2\) as the \textit{frontier gnodes}. Here, we take \(s\)-\(t\) simple paths to be compiled. At each step of the algorithm, a set of selected edges represent the \(s\)-\(t\) path fragments and each vertex has one of the three states: not contained in any path fragment, an endpoint of a path fragment, or an intermediate point of a path fragment. To classify these states, the state of the frontier gnode is represented by a label called \textit{mate} and we denote them by the array \(m\) with size \(|V|\). The state of each frontier gnode \(u \in V\) is stored in \(m[u]\). Then, we assign the values of \(m\) corresponding to the state of gnode of the input graph as follows:

\[
m[i] = \begin{cases} 
  u & \text{if gnode } u \text{ does not connect to an edge (isolated point).} \\
  v & \text{if gnode } u \text{ and } v \text{ are terminal.} \\
  0 & \text{if gnode } u \text{ is the intermediate point.}
\end{cases}
\] (2.2)

If, for each \(v\) node, the value of \(m\) for the two fragments under construction are equal for all corresponding frontier gnodes \(u \in F(v)\), the following search is \textit{shared} between them. In addition, \textit{pruning} is done when the fragment under construction meets the following conditions. (1) The degree of \(s\) or \(t\) is 2. (2) The degree of a gnode other than \(s, t\) is 3. (3) Cycle takes place. (4) When \(s\) or \(t\) goes out of the frontier, their degrees are determined to be zero. (5) When a gnode other than \(s, t\) goes out of the frontier, their degrees are determined to be one.

The above judgment is done as follows. If \(m[u_1] = u_1\), the degree of \(u_1\) is zero. If \(m[u_1] = u_2(\neq u_1)\), the degree of \(u_1\) is one. If \(m[u_1] = 0\), the degree of \(u_1\) is two ((1), (2)). When we newly connect the edge \(e = (u_1, u_2)\) when \(m[u_1] = m[u_2]\), (3) holds. (4) holds if a gnode \(s\) or \(t\) goes out of the frontier and \(m[s] = s\) or \(m[t] = t\). (5) holds if a gnode \(u\) other than \(s\) or \(t\) goes out of the frontier and \(m[u_1] = u_2(\neq u_1)\).

In addition, if \(m[s] = t, m[t] = s\) during the search, an \(s\)-\(t\) simple path is established, as long as no end point exists in any gnode other than \(s\) or \(t\). Otherwise, there are some connected components other than the \(s\)-\(t\) simple path (pruning condition (6)).

### 3. Our Algorithm

In this section, we propose z-st-d-DNNF as a new tractable representation. Then we propose a merging frontier based search to compile \(s\)-\(t\) simple paths into z-st-d-DNNF.
3.1 Tractable Representation

In this section, we define the tractable representation $z$-$N$NF for the representation of a family of sets. In addition, we define the tractable representation $z$-$s$-$t$-$D$NNF as the subset of $z$-$N$NF.

3.1.1 Z-$N$NF and its Subsets — Tractable Representations for a Family of Set.

Knowledge Compilation Language (Darwiche and Marquis, 2002; Bordeaux et al., 2014) is a tractable representation with NNF as the top level, and is used to represent a Boolean function. In Knowledge Compilation Language, the default value of variables is “don’t care”. However, the indicator function of a family of sets such as a graph substructure contains more variables on which negation operator has been applied than those on which negation operator has not been applied. Therefore, we define the default value of our tractable representations as negation (the corresponding element of a value “does not exist” in the family of sets).

In this paper, we introduce Zero suppressed Negation Normal Form (z-$N$NF) as a variant of NNF.

**Definition 3.1** Let $I$ be the universe of a family of sets. Zero suppressed Negation Normal Form (z-$N$NF) is a rooted, directed acyclic graph (DAG) in which each leaf is labeled with $\emptyset$, $\{\emptyset\}$, $\{\{X\}\}$, $\{\emptyset, \{X\}\}$, where $X \in I$ and each inner node is labeled with union $\cup$ or join $\sqcup$.

What is represented as $\neg X$ in NNF is represented as $\{\emptyset\}$ in z-$N$NF, while what is true in NNF is represented as $\{\emptyset, \{X\}\}$ in z-$N$NF.

Next, a subset of z-$N$NF is defined as follows. Let $C$ be the node of z-$N$NF, and let the set of all elements labeled with the descendant leaves of node $C$ be $\text{Elem}(C)$.

**Definition 3.2** A z-$N$NF is decomposable iff the children of each join node do not share elements. That is, if $C_1, \ldots, C_n$ are the children of a join node $C$, $\text{Elem}(C_i) \cap \text{Elem}(C_j) = \emptyset$ for all $i \neq j$.

**Definition 3.3** A z-$N$NF is deterministic iff the children of each union node do not share a set. That is, if $C_1, \ldots, C_n$ are the children of the union node $C$, $C_i \cap C_j = \emptyset$ for all $i \neq j$.

**Definition 3.4** A z-$N$NF that satisfies decomposability is called z-$D$NNF. A z-$N$NF that satisfies determinism is called z-$d$-$N$NF. A z-$N$NF that satisfies both is called z-$d$-$D$NNF.

Let $\text{Elem}(v)$ be the set of all elements labeled with vnode $v$ and its descendant leaves.

**Definition 3.5** A z-$D$NNF respects a vtree iff each join node $C$ has exactly two children $C^l$ and $C^r$, and $\text{Elem}(C^l) \subseteq \text{Elem}(v^l)$ and $\text{Elem}(C^r) \subseteq \text{Elem}(v^r)$ for a certain vnode $v$.

**Definition 3.6** A z-$D$NNF (z-$d$-$D$NNF) is called z-$s$-$t$-$D$NNF (z-$s$-$t$-$d$-$D$NNF) iff it respects a vtree.

Provided that there is no risk of confusion, we call node $d$ respects $v$ when a z-$D$NNF whose root is $d$ respects a vtree whose root is $v$.

3.1.2 Z-$s$-$t$-$d$-$D$NNF.

In order to represent z-$s$-$t$-$d$-$D$NNF similar to ZSDD, the following notation and terminology are introduced. Here, let $<d>$ be the family of sets represented by the node $d$ of z-$s$-$t$-$d$-$D$NNF.

**Definition 3.7** Each leaf is represented as $<\epsilon> = \{\emptyset\}$, $<\perp> = \emptyset$, $<X> = \{\{X\}\}$, $<\pm X> = \{\{X\}, \emptyset\}$. The nodes, $\perp, \epsilon, X$, and $\pm X$ are called terminals. Otherwise, they are called decompositions.
A z-st-d-DNNF represents a structure that recursively (X, Y)-decompose a family of sets similar to ZSDD (Nishino et al., 2016). The big difference between the two is that the latter corresponds to (X, Y)-partition, whereas the former relaxes it to (X, Y)-decomposition. Thus, z-st-d-DNNF is a super set of ZSDD.

Figure 2 illustrates a z-st-d-DNNF which respects the vtree of Figure 1 and represents the family of sets $\{\{A, C\}, \{A, B, C\}, \{A, B, C, D\}, \{B, C, D\}\}$. Figure 3 illustrates a ZSDD, which represents the same family of sets. The circle node in the figure represents decomposition together with its square child nodes and it respects an (X, Y)-decomposition. The number in the circle node is the ID of the vnode to which the decomposition respects. The square node $[A/P]$ represents the left and right pair contained in the (X, Y)-decomposition. Each $p^l, p^r$ is a pointer to a terminal z-st-d-DNNF or decomposition z-st-d-DNNF. Hereinafter, a circle node is called a decision dnode and a pair of square nodes is called an element dnode. When the left of right side of an element node respects a leaf of a vtree, it is called terminal dnode. The size of z-st-d-DNNF is defined as the size of the (X, Y)-decomposition that appears in z-st-d-DNNF. The size of the z-st-d-DNNF in Figure 2 is six.

**Definition 3.8** A z-st-d-DNNF is empty-trimmed iff it does not have a decomposition of the form $\{(\epsilon, \alpha)\}$ or $\{((\alpha, \epsilon)\}$. A z-st-d-DNNF is called empty-removed iff it does not have an element dnode $(\perp, \alpha)$ or $(\alpha, \perp)$. An empty-trimmed or empty-removed z-st-d-DNNF is called reduced.

A z-st-d-DNNF is empty-trimmed by traversing it bottom up, replacing decomposition $\{(\epsilon, \alpha)\}$ or $\{((\alpha, \epsilon)\}$ with $\alpha$. A z-st-d-DNNF is empty-removed removing an element of the form $(\perp, \alpha)$ or $(\alpha, \perp)$. By empty-trimming and empty-removing, it is possible to reduce the size of z-st-d-DNNF.

![Figure 4. Example of input graph. $U_1$ is the start point $s$ and $u_6$ is the end point $t$.](image1)

![Figure 5. Vtree corresponding to the graph of Figure 4. The edge corresponding to a vnode is shown below it. Frontier gnodes set corresponding to a vnode is shown next to it.](image2)

![Figure 6. Vnode 5 represents $\{F\}$ and $\epsilon$, while vnode 8 represents $\epsilon$ and $\{E, G\}$.](image3)

![Figure 7. Solution candidates at vnode 9, which are $\{F\}$ and $\{E, G\}$ (commonized) and $\epsilon$. $\{E, F, G\}$ is discarded, because it constructs a cycle.](image4)

Let $n$ be the cardinality of the dnodes contained in z-st-d-DNNF and $m$ be the size of the family of sets that z-st-d-DNNF represents. By the same calculation as that for d-DNNF (Darwiche, 2001a; Darwiche and Marquis, 2002), the following theorem holds. Proof is omitted.

**Theorem 3.9** The size of the family of sets represented by z-st-d-DNNF can be calculated in time $O(n)$. In addition, the family of sets represented by z-st-d-DNNF can be enumerated in time $O(p(n, m))$. Here, $p(n, m)$ is a polynomial for $n, m$.

In the proposed method, we compile the set of $s$-$t$ simple path of a graph using z-st-d-DNNF as a tractable representation.
3.2 Algorithm of Compilation

In this section, we describe the algorithm for compiling the s-t simple paths contained in the graph \( G = (V, E) \). Let \( s \) be the start point of the simple paths and \( t \) be the end point. We consider a graph substructure

\[
P(s, t) = \{ A \subseteq E \mid G[A] \text{ is a simple path connecting } s \text{ and } t \}.
\] (3.1)

Our aim is to efficiently compile \( P(s, t) \).

In our method, the inputs are a graph \( G = (V, E) \) and its corresponding vtree and the output is z-st-d-DNNF representing \( P(s, t) \). Our algorithm first constructs the z-st-d-DNNF representing \( P(s, t) \) with the method referred to as merging frontier based search. Then we reduce it and produce the output.

3.2.1 Frontier and Configuration

First we define the frontier in our method, the merging frontier based search. Let the set of edges corresponding to the leaves of vtree rooted at vnode \( v \) be \( E_v \subseteq E \) and the edges corresponding to a leaf vnode \( v \) be \( e_v \).

**Definition 3.10** Let gnode sets of \( G(E_v) \) and \( G(E \setminus E_v) \) be \( U_1 \) and \( U_2 \) respectively. We call the gnode set \( U = U_1 \cap U_2 \) as the frontier gnode set. If \( v \) is a leaf, \( U = (u, w) \) for \( e_v = (u, w) \). In addition, if \( v \) is the root of a vtree, \( U = \{ \emptyset \} \).

In the following, we denote the frontier gnode set of \( v \) by \( F(v) \). The maximum size \( W \) of the frontier gnode sets of a vtree created by branch decomposition of a graph matches the branch width of the graph (Nishino et al., 2017). An example of an input graph is shown in Figure 4 and an example of a corresponding vtree and frontier gnode set is shown in Figure 5.

In our method, we conduct a bottom-up search from leaves to the root of a vtree. At each vnode \( v \), the proposed method constructs a set \( D[v] \) of dnodes. These represent the candidates of \( P(s, t) \) among all subsets in \( E_v \). Each \( d \in D[v] \) represents a family of sets \( \langle d \rangle \subseteq 2^E_v \).

A subgraph \( G[A] \) has the properties of \( G[A] \in P(s, t) \) or \( G[A] \notin P(s, t) \). For efficiency of calculation, the following concept of equivalence.

**Definition 3.11** For \( A, A' \subseteq E_v, G(A) \) and \( G(A') \) are equivalent iff for all \( B \subseteq (E \setminus E_v) \), \( G[A \cup B] \) and \( G[A' \cup B] \) have the same set of extensions to fully-completed simple-paths. Dnodes \( d, d' \) are equivalent iff, for all \( F \in \langle d \rangle \) and \( F' \in \langle d' \rangle \), \( F \) and \( F' \) are equivalent. We denote this by \( d \equiv d' \).

In order to judge the equivalency efficiently, we introduce configuration \( \phi \) (Maehara et al., 2017). Configuration is defined as follows:

**Definition 3.12** \( \phi(<d>) = \{(u, m[u]) \mid u \in (F(v))\} \)

The family of sets with equal configurations are equivalent.

**Theorem 3.13** \( \phi(<d>) = \phi(<d'>) \Rightarrow d \equiv d' \)

**Proof** (\( U_1, u_2 \))-path of \( G \) that connects gnode \( u_1 \in (U_1 \setminus U) \) and gnode \( u_2 \in (U_2 \setminus U) \) always contains the gnode of frontier \( U \). Thus, for \( A, A' \subseteq E_v \), if the degree and the counter terminal of each gnode \( u \in U \) are all equal, \( G[A \cup B] \) and \( G[A' \cup B] \) are equivalent for all \( B \subseteq (E \setminus E_v) \). Since the degree and the counter terminal in each gnode \( u \) can be judged with \( m[u] \), if \( m[u] \) is equal in \( A \).
and $A'$ for all $u \in U$, $G[A \cup B]$ and $G[A' \cup B]$ are equivalent.

Since configuration $\phi$ depends only on mate and is independent of the choice of $F$, the well-definedness of configuration is also proved.

### 3.2.2 Merging Frontier Based Search.

In this section, we present an overview of the $s$-$t$ simple path compilation by merging frontier based search. If $vnode v$ is a leaf of vtree, we create two terminal dnodes: one corresponding to $e_v$ and the other $\emptyset$. After that, we calculate each configuration and set $D[v] = \{e_v, \epsilon\}$. If vnode $v$ is the internal node of vtree, from the assumption of induction, we obtain the set of decision dnodes or terminal dnodes $D[v^l] = \{d_1^l, \ldots, d_n^l\}, D[v^R] = \{d_1^r, \ldots, d_m^r\}$. Then, we take pairs $(d_i^l, d_j^r)$ and examine the left and right mate. Judging from the mate of each gnode, when we find that a cycle is formed or if the degree is considerably large, we discard the pair. Then, if $<d>$ left and right mate. Judging from the mate of each gnode, when we find that a cycle is formed or if the degree is considerably large, we discard the pair. Then, if $<d>$ establishes a simple $s$-$t$ path, it is added to $D[root]$, otherwise it is added to $D[v]$. Note that the configurations of all the element dnodes contained in a decision node $d$ are equal, whereas those of the decision dnodes contained in a $D[v]$ are different. We repeat the above process until vtree root. At the root of the vtree, since $F(root) = \{\emptyset\}$, $s$ and $t$ always go out of the frontier. Thus, if the $s$-$t$ simple path is not established in a decision node, pruning conditions $(1)$, $(4)$, or $(6)$ are always satisfied.

In merging frontier based search, a search branch that is judged not to be a solution is discarded from the z-st-d-DNNF under construction. In addition, if a search branch that determined that $s$-$t$ path is established is contained in $D[root]$, we exclude it from the searching space. Therefore, the search space for compilation can be greatly reduced compared to the top-down construction method.

The method described above is shown in Algorithm 1 and Algorithm 2. Here, in ReduceEx($D$), in addition to reduction, we change a decomposition $\{(X, \alpha), (\epsilon, \alpha)\}$ to $\{\pm X, \alpha\}$ and a decomposition $\{ (\alpha, X), (\alpha, \epsilon)\}$ to $\{ \alpha, \pm X\}$ (Algorithm 1).

**Example 1** An example is shown in Figure 6 and Figure 7. At vnode 5, we have $\{F\}$ and $\epsilon$. At vnode 8, we have $\epsilon$ and $\{E,G\}$. At vnode 9, we take their pairs and search for the candidates of the solution. We discard the pairs that do not become the solution and share those that can be contained in the same decision dnode. In this case, in both $\{F\}$ and $\{E,G\}$, $m[3] = 5$, and $m[5] = 3$. Therefore, we share them in one decision node. $\epsilon$ constructs another decision node, while $\{E,F,G\}$ contains a cycle, and hence we discard it.

![Algorithm 1](image)

We estimate the size of z-st-d-DNNF which is constructed by the proposed method and the running time of our algorithm in Theorem 3.14. Proof is omitted due to space limitations.

**Theorem 3.14** The size of z-st-d-DNNF constructed our algorithm is $O(|E|W^{2W})$. The running time of our algorithm is $O(W|E|W^{2W})$.
Algorithm 2 RecursiveConstruct($G, r, v, D$)

Input: Graph $G$, root of a vtree, vnode $v$, $D$

Output: Z-st-d-DNNF representing (fragments of) $P(s,t)$ of $G$.

1: if $v^l$ is a leaf. then
2: $D[v^l] \leftarrow \{\text{LeafChild}(v^l, d^l, \text{false})\} \cup \{\text{LeafChild}(v^l, d^l, \text{true})\}$
3: else
4: RecursiveConstruct($G, r, v^l, D$) // $v^l$ is an internal node.
5: end if
6: if $v^r$ is a leaf. then
7: $D[v^r] \leftarrow \{\text{LeafChild}(v^r, d^r, \text{false})\} \cup \{\text{LeafChild}(v^r, d^r, \text{true})\}$
8: else
9: RecursiveConstruct($G, r, v^r, D$) // $v^r$ is an internal node.
10: end if
11: // Make pairs with $\forall d^l \in D[v^l]$ and $\forall d^r \in D[v^r]$.
12: for $d^l$ in $D[v^l]$ do
13: for $d^r$ in $D[v^r]$ do
14: $(d, \text{term}) \leftarrow \text{DecompChild}(v^l, v^r, d^l, d^r)$
15: if $\text{term} = \top$ then
16: $d' \leftarrow \text{UniqueNode}(d, D)$ // s-t simple path is established.
17: $D[r] \leftarrow \{d'\}$
18: else if $\text{term} \neq \bot$ then
19: $d' \leftarrow \text{UniqueNode}(d, D)$ // Continue.
20: $D[v] \leftarrow \{d'\} \cup D[v]$
21: end if
22: end for
23: end for

4. Experimental Evaluation

In this section, we describe the result of the experimental evaluation. We compared the proposed method and the top-down method of Nishino et al., using a graph and a vtree generated from the same graph as the input. The vtree was created by a branch decomposition, obtained using the clustering heuristic method proposed by Cook et al. (Cook and Seymour, 2003). We used the data set of TSPLIB (Cook and Seymour, 2003), which are the undirected graphs obtained by Delaunay division and RomeGraph data set. For RomeGraph, we used only the instances in which the gnode number is 100. In both data, we set the first gnode in lexicographic order as the start point of the s-t simple path and the last gnode as the end point.

The experiment environment included a system with Intel Xeon CPU E7-8837(2.67 GHz) and 1.5 TB main memory. Both methods were implemented in C++ and built with g++ 4.8.5. In the experiment, we measured the time taken to construct the s-t simple paths of a graph and the time taken for the reduction. The number of nodes of z-st-d-DNNF and ZSDD output were also recorded.

From the result of the experiment, among the instances where at least one of the method was processed to the end, the proposed method ran faster at 108 out of 136. Moreover, in all the instances in which both the methods were processed to the end, the number of z-st-d-DNNF nodes after the enumeration was less than the number of ZSDD nodes. On the other hand, the z-st-d-DNNF size after the reduction was smaller at 13 out of 136.

The running time performing only the construction is shown in Figure 8 and the total running time including that for reduction is shown in Figure 9. In these figures, the horizontal axis shows the running time of the top-down method, while the vertical axis shows the running time of our method. The running time for performing only construction with the proposed method is shorter for most of the data. Since the running time required for the reduction is small in both the methods, the trend of the running time as a whole also remains the same.

In addition, the node size for the construction only is shown in Figure 10 and the node size including the reduction is shown in Figure 11. The node size for construction only is smaller in the proposed method than in the top-down method. On the other hand, when the reduction is included, the node size becomes smaller in the top-down method.

The results of the proposed method and the top-down method for instances with the top ten largest number of s-t simple paths are listed in Table 2. In the table, the columns named Construction indicate the running time or the number of nodes associated with construction. On the other hand, the columns named Reduction indicate the running time or the number of nodes associated with reduction. The column named Vtree lists the running time required to construct a vtree from an input graph. Those instances that did not finish running within 10 min are marked as TO. The total running time of the proposed method is about 20 times less than that of the top-down method, at a maximum (grafo11227.100).

In addition, for the data of Table 2, we measured the running time of simpath. However, it timed out for all data. On the other hand, even if the running time of vtree is included, the total running time of our method increases only slightly.

![Figure 8. Only Construction (Running time)](image1)
![Figure 9. Reduction Included (Running time)](image2)
![Figure 10. Only Construction (Node size)](image3)
![Figure 11. Reduction Included (Node size)](image4)

Table 2: Experimental results of s-t simple path compilation.

| Instance | | | | num of paths | Construction | | Reduction | Construction | | Reduction | Vtree | sympath |
|----------|----------|----------|----------|----------------|----------------|----------|----------------|----------------|----------|----------------|----------------|
| | | | | time(ms) | nodes | time(ms) | nodes | time(ms) | nodes | time(ms) | nodes | time(ms) |
| graft0108.100 | 100 | 141 | 10 | 986524609 | 38061 | 14574212 | 153 | 1467814 | 88010 | 1402754 | 152 | 1472033 | 648 | TO |
| graft01127.100 | 100 | 142 | 10 | 1639677293 | 164193 | 61547987 | 639 | 4863914 | 7801 | 1677636 | 758 | 1666372 | 648 | TO |
| graft01092.100 | 100 | 145 | 12 | 50186929684 | 2420 | 946 | 38008 | 62 | 118718 | 368 | 145741 | 30 | 142834 | 730 | TO |
| graft01049.100 | 100 | 148 | 13 | 51425900662 | 946 | 100 | 38008 | 62 | 118718 | 368 | 145741 | 30 | 142834 | 730 | TO |
| graft01116.100 | 100 | 149 | 12 | 68950945569 | 1441 | 159 | 38008 | 62 | 118718 | 368 | 145741 | 30 | 142834 | 730 | TO |
| graft01135.100 | 100 | 153 | 12 | 708414E-11 | 725132 | 2701344 | 5590 | 16978289 | 741 | TO |
| att48 | 48 | 130 | 8 | 8.0841E+15 | 946 | 38008 | 62 | 118718 | 368 | 145741 | 30 | 142834 | 730 | TO |
| berlin52 | 52 | 145 | 9 | 2.2575E+17 | 3366 | 1361494 | 229 | 450849 | 2604 | 695001 | 156 | 684363 | 767 | TO |
| eil51 | 51 | 142 | 9 | 2.3475E+17 | 2420 | 914023 | 161 | 254678 | 5510 | 642953 | 107 | 637685 | 811 | TO |
| eil76 | 76 | 215 | 11 | 1.48908E+15 | 224237 | 61749252 | 17983 | 25571302 | 125921 | 16850109 | 3924 | 16857090 | 1562 | TO |

2. The implementation was obtained from https://github.com/kunisura/TdZdd.
5. Related Work

Darwiche et al. have developed a system of tractable representation, known as Knowledge Compilation Map (Darwiche and Marquis, 2002; Bordeaux et al., 2014). Knowledge Compilation Map has NNF at the top level (Darwiche and Marquis, 2002). The NNF has subsets that have one or more of the following conditions: decomposability (Darwiche, 1999, 2001b) or determinism (Darwiche, 2001a). The NNF that satisfies decomposability is referred to as DNNF, the NNF that satisfies determinism is referred to as d-NNF, and the NNF that satisfies both is referred to as d-DNNF. DNNF(d-DNNF) is referred to as structured DNNF (structured d-DNNF) when it corresponds to an (X,Y)-decomposition. Furthermore, when a structured d-DNNF corresponds to (X, Y)-partition, it is referred to as SDD (Darwiche, 2011). SDD is a superset of BDD (Bryant, 1986). For those subsets of NNF, queries and transformations that are supported are known (Darwiche and Marquis, 2002; Bordeaux et al., 2014).

Various methods for compiling from CNF to each subset of NNF have been proposed. Darwiche proposed a compiling method for d-DNNF using dtree of the input CNF (Darwiche, 2001a), and furthermore, he demonstrated a more efficient compilation using a new method of caching and applying DPLL, which is a method of SAT solver (Darwiche, 2004). Since structured-DNNF supports conjoin operation, CNF can be compiled in a bottom up way (Pipatsrisawat and Darwiche, 2008). Pipatsrisawat et al. demonstrated a top down compilation of structured - DNNF using a new caching method (Pipatsrisawat and Darwiche, 2010). Since SDD supports apply operation, it also can be compiled in a bottom up way (Darwiche, 2011). Oztok et al. made use of unit resolution and clause learning, which are methods of SAT Solver, and realized a top down compilation of SDD Oztok and Darwiche (2015).

6. Conclusion

In this paper, we proposed a new tractable representation referred to as z-st-d-DNNF. In addition, we proposed a method to compile the s-t simple paths contained in a graph using z-st-d-DNNF. The proposed method is a kind of frontier based search designed on a vtree created using branch decomposition. It considerably reduces the running time compared with the proceeding method, top-down construction, which is also based on branch decomposition and frontier based search.

The proceeding frontier based search including simpath has already been applied to various graph substructures and is widely applicable to practical problems. Since the proposed method is a redesign of the frontier based search, it can also be applied to other graph substructures. In future, we plan to expand the objects of merging frontier based search and attempt wider practical research as well.
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