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Abstract
State-of-the-art methods in mathematical optimization employ higher-order derivative information. We explore the limitations of higher-order optimization and prove that even for convex optimization, a polynomial dependence on the approximation guarantee and higher-order smoothness parameters is necessary. This refutes the hope that higher-order smoothness and higher-order derivatives can lead to dimension free polynomial time algorithms for convex optimization. As a special case, we show Nesterov’s accelerated cubic regularization method and higher-order methods to be nearly tight.
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1. Introduction
Linearly-converging\(^1\) convex optimization algorithms fall into two categories. The first are methods whose iteration complexity scales with the dimension. This includes the ellipsoid (Khachiyan, 1980; Grötschel et al., 2012), cutting plane (Vaidya, 1989; Lee et al., 2015) and random-walk (Bertsimas and Vempala, 2004; Kalai and Vempala, 2006; Lovász and Vempala, 2006) based methods. They solve convex optimization in the general membership oracle model.

The other category of linearly-converging algorithms is iterative derivative-based methods. These achieve fast dimension-free iteration rates for certain types of convex functions, namely those that are strongly convex and smooth. Indeed gradient descent and further extensions have therefore been extremely successful for optimization especially in machine learning.

More recently state-of-the-art optimization for machine learning has shifted from gradient based methods, namely stochastic gradient descent and its derivatives (Duchi et al., 2011; Johnson and Zhang, 2013), to methods that are based on higher moments. Notably, the fastest theoretical running times for both convex (Agarwal et al., 2016; Xu et al., 2016; Bollapragada et al., 2016) and non-convex (Agarwal et al., 2017; Carmon et al., 2016) optimization are attained by algorithms that either explicitly or implicitly exploit second-order information and third-order smoothness.

Of particular interest is Newton’s method, due to recent efficient implementations that run in near-linear time in the input representation. The hope was that Newton’s method or higher-order methods can achieve logarithmic in error iteration complexity which is independent of the dimen-

\(^{1}\) methods for which the dependence on the additive error \(\varepsilon\) is logarithmic
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sionality, which is extremely high for many large-scale applications, and without requiring strong convexity.

<table>
<thead>
<tr>
<th>Method</th>
<th>Dim. Free</th>
<th>Order</th>
<th>Assumptions</th>
<th>Upper Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ellipsoid</td>
<td>No</td>
<td>NA</td>
<td>None</td>
<td>$\text{poly}(d, \log(1/\varepsilon))$</td>
</tr>
<tr>
<td>(Grötschel et al., 2012)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Vaidya, 1989)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Random Walks</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Kalai and Vempala, 2006)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interior Point</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Nesterov and Nemirovskii, 1994)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Abernethy and Hazan, 2015)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gradient Descent</td>
<td>Yes</td>
<td>$k=1$</td>
<td>Bounded $L_2$</td>
<td>$O\left(\frac{L_2}{\varepsilon}^{1/2}\right)$</td>
</tr>
<tr>
<td>(Nesterov, 2004)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>λ_{min} &gt; 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$O\left(\frac{L_2}{\lambda_{\text{min}}}^{1/2} \log\left(\frac{1}{\varepsilon}\right)\right)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Newton’s method</td>
<td>Yes</td>
<td>$k=2$</td>
<td>Bounded $L_3$</td>
<td>$O\left(\frac{L_3}{\varepsilon}^{2/7}\right)$</td>
</tr>
<tr>
<td>(Monteiro and Svaiter, 2013)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>λ_{min} &gt; 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$O\left(\frac{L_3}{\lambda_{\text{min}}}^{5/7} + \log \log\left(\frac{1}{\varepsilon}\right)\right)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Higher-Order</td>
<td>Yes</td>
<td>$k &gt; 2$</td>
<td>Bounded $L_k$</td>
<td>$O\left(\frac{L_{k+1}}{\varepsilon}^{1/(k+1)}\right)$</td>
</tr>
<tr>
<td>(Baes, 2009)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Table summarizing known results for convex optimization.

Table 1 surveys the known algorithms for convex optimization and their iteration complexity. Polynomial time algorithms admit linear convergence, i.e. $O(\log \frac{1}{\varepsilon})$, and invariably depend on the dimension. Dimension free polynomial-time algorithms require both an upper bound on the smoothness and a lower bound on the strong convexity.

The main question we set to answer is **whether there exists linearly-converging iterative algorithms for (high-order) smooth functions that are not strongly convex?**

In this paper we show that unfortunately, these hopes cannot be attained without stronger assumptions on the underlying optimization problem. In particular Theorem 1 shows that even if the functions are $k^{th}$-order smooth, for arbitrarily large $k$, and the iterative algorithm uses $k^{th}$-order derivative information, the answer is negative. To the best of our knowledge, our results are the first lower bound for $k^{th}$-order optimization for $k \geq 2$ that include higher-order smoothness.\(^2\)

### 1.1. Statement of Result

We consider the problem of $k^{th}$-order optimization. We model a $k^{th}$-order algorithm as follows. Given a $k$-times differentiable function $f : \mathbb{R}^d \to \mathbb{R}$, at every iteration $i$, the algorithms outputs a point $x_i$ and receives as input the tuple $[f(x_i), \nabla f(x_i), \nabla^2 f(x_i) \ldots \nabla^k f(x_i)]$, i.e. the value of the

\(^2\) After the writing of the first manuscript we were made aware of the work by Arjevani et al. (2017) which provides lower bounds for these settings as well.
function and its $k$ derivatives at $x_i$. The goal of the algorithm is to output a point $x_T$ such that

$$f(x_T) - \min_{x \in \mathbb{R}^d} f(x) \leq \varepsilon.$$  

For the $k^{th}$-order derivatives to be informative, one needs to bound their rate of change, or equivalently the Lipschitz constant of its derivative. This is called $k^{th}$-order smoothness, and we denote it by $L_{k+1}$. In particular we assume that

$$\|\nabla^k f(x) - \nabla^k f(y)\| \leq L_{k+1} \|x - y\|,$$

where $\| \cdot \|$ is defined as the induced operator norm with respect to the Euclidean norm. Our main theorem shows the limitation of $k^{th}$-order iterative optimization algorithms:

**Theorem 1**  
For every number $L_{k+1}$ and $k^{th}$-order algorithm ALG (deterministic or randomized), there exists a number $\varepsilon_0(L_{k+1})$ such that for all $\varepsilon \leq \varepsilon_0(L_{k+1})$, there exists a $k$-differentiable convex function $f : B_d \to \mathbb{R}$ with $k^{th}$-order smoothness coefficient $L_{k+1}$ such that ALG cannot output a point $x_T$ such that

$$f(x_T) \leq \min_{x \in B_d} f(x) + \varepsilon,$$

in number of iterations $T$ fewer than

$$c_k \left( \frac{L_{k+1}}{\varepsilon} \right)^{\Omega(1/k)},$$

where $c_k$ is a constant depending on $k$ and $B_d$ is defined to be the unit ball in $d$ dimensions.

The above lower bound is known to be tight up to constants in the exponent: for $k > 2$, Baes (2009) proves an upper bound of $O \left( \left( \frac{L_{k+1}}{\varepsilon} \right)^{\frac{1}{k+1}} \right)$.

Although the bound is stated for constrained optimization over the unit ball, it can be extended to an unconstrained setting via the addition of an appropriate scaled multiple of $\|x\|^2$. We leave this adaptation for a full version of this paper. Further as is common with lower bounds the underlying dimension $d$ is assumed to be large enough and differs for the deterministic vs randomized version. Theorems 10 and 13 make the dependence precise.

Table 2 surveys the known lower bounds for derivative based optimization. For the case of $k = 2$, the most efficient methods known are the cubic regularization technique proposed by Nesterov (2008) and an accelerated hybrid proximal extra-gradient method proposed by Monteiro and Svaiter (2013). The best known upper bound in this setting is $O \left( \left( \frac{L_3}{\varepsilon} \right)^{\frac{2}{7}} \right)$ (Monteiro and Svaiter, 2013). We show a lower bound of $\Omega \left( \left( \frac{L_3}{\varepsilon} \right)^{\frac{2}{11}} \right)$ (c.f. Theorem 6) demonstrating that the upper bound is nearly tight.

---

3. An iteration is equivalent to an oracle call to $k^{th}$-order derivatives in this model.
1.2. Related work.

The literature on convex optimization is too vast to survey; the reader is referred to Boyd and Vandenberghe (2004); Nesterov (2004).

Lower bounds for convex optimization were studied extensively in the seminal work of Nemirovsky and Yudin (1978). In particular, tight first-order optimization lower bounds were established assuming first-order smoothness. (Also see Nesterov (2004) for a concise presentation of the lower bound). In a recent work, Arjevani and Shamir (2016) presented a lower bound when given access to second-order derivatives. However, a key component (as remarked by the authors themselves) missing from the bound established by Arjevani and Shamir (2016) was that the constructed function was not third-order smooth. Indeed, the lower bound established by Arjevani and Shamir (2016) can be overcome when the function is third-order smooth (ref. Nesterov (2008)). The upper bounds for higher-order oracles (assuming appropriate smoothness) was established by Baes (2009).

Higher order smoothness has been leveraged recently in the context of non-convex optimization (Agarwal et al., 2017; Carmon et al., 2016; Allen-Zhu, 2017). In a surprising new discovery, Carmon et al. (2017) show that assuming higher-order smoothness the bounds for first-order optimization can be improved without having explicit access to higher-order oracles. This is a property observed in our lower bound too. Indeed as shown in the proof the higher order derivatives at the points queried by the algorithm are always 0. For further details regarding first-order lower bounds for various different settings we refer the reader to Agarwal et al. (2009); Woodworth and Srebro (2016b); Arjevani and Shamir (2016); Arjevani et al. (2015) and the references therein. The work of Guzmán and Nemirovski (2015) studies a different kind of smoothing namely inf-convolution to obtain first-order smoothness in arbitrary norms, however it does not provide guarantees with higher-order smoothness.

In parallel and independently, Arjevani et al. Arjevani et al. (2017) also obtain lower bounds for deterministic higher-order optimization. In comparison, their lower bound is stronger in terms of the exponent than the ones proved in this paper, and matches the upper bound for $k = 2$. However, our construction and proof are simple (based on the well known technique of ball smoothing) and our bounds hold for randomized algorithms as well, as opposed to their deterministic lower bounds.

1.3. Overview of Techniques

Our lower bound is inspired by the lower bound presented in Clarkson et al. (2012). In particular we construct the function as a piece-wise linear convex function defined by $f(x) = \max \{a_i^T x\}$ with carefully constructed vectors $a_i$ and restricting the domain to be the unit ball. The key idea here is
that querying a point reveals information about at most one hyperplane. The optimal point however can be shown to require information about all the hyperplanes.

Unfortunately the above function is not differentiable. We now smooth the function by the ball smoothing operator (defined in Definition 3) which averages the function in a small Euclidean ball around a point. We show (c.f. Corollary 5) that iterative application of the smoothing operator ensures $k$-differentiability as well as boundedness of the $k^{th}$-order derivative.

Two key issues arise due to smoothing described above. Firstly although the smoothing operator leaves the function unchanged around regions far away from the intersection of the hyperplanes, it is not the case for points lying near the intersection. Indeed querying a point near the intersection of the hyperplanes can potentially lead to leak of information about multiple hyperplanes at once. To avoid this, we carefully shift the linear hyperplanes making them affine and then arguing that this shifting indeed forces sufficient gap between the points queried by the algorithm and the intersections leaving sufficient room for smoothing.

Secondly such a smoothing is well known to introduce a dependence on the dimension $d$ in the smoothness coefficients. Our key insight here is that for the class of functions being considered for the lower bound (c.f. Definition 2) smoothing can be achieved without a dependence on the dimension (c.f. Theorem 4). This is essential to achieving dimension free lower bounds and we believe this characterization can be of intrinsic interest.

1.4. Organization of the paper

We begin by providing requisite notation and definitions for the smoothing operator and proving the relevant lemmas regarding smoothing in Section 2. Section 3 provides a quantitative statement of our main theorem. In Section 4 we provide the construction of our hard function. In Section 5 we state and prove our main theorem (Theorem 10) showing the lower bound against deterministic algorithms. We also prove Theorem 1 based on Theorem 10 in this Section. In Section 6 we state and prove Theorem 13, showing the lower bound against randomized algorithms.

2. Preliminaries

2.1. Notation

We use $B_d$ to refer to the $d$-dimensional $\ell_2$ unit ball. We suppress the $d$ from the notation when it is clear from the context. Let $\Gamma$ be an $r$-dimensional linear subspace of $\mathbb{R}^d$. We denote by $M_{\Gamma}$, an $r \times d$ matrix which contains an orthonormal basis of $\Gamma$ as rows. Let $\Gamma^\perp$ denote the orthogonal complement of $\Gamma$. Given a vector $v$ and a subspace $\Gamma$, let $v \perp \Gamma$ denote the perpendicular component of $v$ w.r.t $\Gamma$. We now define the notion of a $\Gamma$-invariant function.

**Definition 2 (\(\Gamma\)-invariance)** Let $\Gamma$ be an $r$ dimensional linear subspace of $\mathbb{R}^d$. A function $f : \mathbb{R}^d \to \mathbb{R}$ is said to be $\Gamma$-invariant if for all $x \in \mathbb{R}^d$ and $y$ belonging to the subspace $\Gamma^\perp$, i.e. $M_{\Gamma}y = 0$, we have that

$$f(x) = f(x + y)$$

Equivalently there exists a function $g : \mathbb{R}^r \to \mathbb{R}$ such that for all $x$, $f(x) = g(M_{\Gamma}x)$.

A function $f : \mathbb{R}^d \to \mathbb{R}$ is defined to be $c$-Lipschitz with respect to a norm $\| \cdot \|$ if it satisfies

$$f(x) - f(y) \leq c\|x - y\|$$
Lipschitzness for the rest of the paper will be measured in the $\ell_2$ norm.

2.2. Smoothing

In this section we define the smoothing operator and derive the requisite properties.

**Definition 3 (Smoothing operator)** Given an $r$-dimensional subspace $\Gamma \in \mathbb{R}^d$ and a parameter $\delta > 0$, define the operator $S_{\delta,\Gamma} : (\mathbb{R}^d \rightarrow \mathbb{R}) \rightarrow (\mathbb{R}^d \rightarrow \mathbb{R})$ (referred henceforth as the smoothing operator) as

$$S_{\delta,\Gamma}f(x) \triangleq \mathbb{E}_{v \in \Gamma, \|v\| \leq 1}[f(x + \delta v)],$$

where the expectation is over sampling a unit vector from the subspace $\Gamma$ uniformly randomly.

As a shorthand we define $f_{\delta,\Gamma} \triangleq S_{\delta,\Gamma}f$. Further for any $t \in \mathbb{N}$ define $S_{\delta,\Gamma}^tf \triangleq S_{\delta,\Gamma}(\ldots S_{\delta,\Gamma}(f))$ i.e. the smoothing operator applied on $f$ iteratively $t$ times.

When $\Gamma = \mathbb{R}^d$ we suppress the notation from $f_{\delta,\Gamma}$ to $f_{\delta}$. Following is the main lemma we prove regarding the smoothing operator.

**Lemma 4** Let $\Gamma$ be an $r$-dimensional linear subspace of $\mathbb{R}^d$ and $f : \mathbb{R}^d \rightarrow \mathbb{R}$ be $\Gamma$-invariant and $G$-Lipschitz. Let $f_{\delta,\Gamma} \triangleq S_{\delta,\Gamma}f$ be the smoothing of $f$. Then we have the following properties.

1. $f_{\delta,\Gamma}$ is differentiable and also $G$-Lipschitz and $\Gamma$-invariant.
2. $\nabla f_{\delta,\Gamma}$ is $\frac{rG}{\delta}$-Lipschitz.
3. $\forall x : |f_{\delta,\Gamma}(x) - f(x)| \leq \delta G$.

Following is a corollary of the above lemma.

**Corollary 5** Given a $G$-Lipschitz continuous function $f$ and an $r$-dimensional subspace $\Gamma$ such that $f$ is $\Gamma$-invariant, we have that the function $S_{\delta,\Gamma}^k f$ is $k$-times differentiable $\forall k$. Moreover we have that for any $x, y$

$$\forall i \in [k] \quad \|\nabla^i S_{\delta,\Gamma}^k f(x) - \nabla^i S_{\delta,\Gamma}^k f(y)\| \leq \left(\frac{r}{\delta}\right)^i G\|x - y\|,$$

$$|S_{\delta,\Gamma}^k f(x) - f(x)| \leq G\delta^k.$$

The proofs of Lemma 4 and Corollary 5 are included in the appendix.

3. Main Theorem Statement

The main result we prove in the paper is given by the following theorem. The theorem is a restatement of Theorem 1.

**Theorem 6** For every number $L_{k+1}$ and $k^{th}$-order algorithm ALG (deterministic or randomized), there exists an $\varepsilon_0(L_{k+1})$ such that for all $\varepsilon \leq \varepsilon_0(L_{k+1})$, there exists a $k$-differentiable convex function $f \in \mathcal{B}_d \rightarrow \mathbb{R}$ with $k^{th}$-order smoothness coefficient $L_{k+1}$ such that ALG cannot output a point $x_T$ such that

$$f(x_T) \leq \min_{x \in \mathcal{B}_d} f(x) + \varepsilon,$$
in number of iterations $T$ fewer than

$$c_k \left( \frac{L_{k+1}}{\varepsilon} \right)^{\frac{2}{k+1}}.$$ 

where $c_k$ is a constant depending on $k$.

The rest of the paper is dedicated to the proof of the above theorem.

### 4. Construction of the hard function

In this section we describe the construction of our hard function $f^\dagger$. Our construction is inspired by the information-theoretic hard instance based on zero-sum games proposed by Clarkson et al. (2012). The construction of the function will be characterized by a sequence of vectors $X^{1\rightarrow r} = \{x_1 \ldots x_r\}$, $x_i \in B_d$ and parameters $k, \gamma, \delta, m$. We assume $d > m \geq r$. To make the dependence explicit we denote the hard function as

$$f^\dagger(X^{1\rightarrow r}, \gamma, k, \delta, m) : B_d \rightarrow \mathbb{R}.$$  

For brevity in the rest of the section we suppress $X^{1\rightarrow r}, \gamma, k, \delta, m$ from the notation, however all the quantities defined in the section depend on them. To define $f^\dagger$ we will define auxiliary vectors $\{a_1 \ldots a_r\}$ and auxiliary functions $f, \tilde{f}$.

Given a sequence of vectors $\{x_1, x_2, \ldots x_r\}, x_i \in B_d$, let $X_i$ for $i \leq r$ be defined as the subspace spanned by the vectors $\{x_1 \ldots x_i\}$. Further inductively define vectors $\{a_1 \ldots a_r\}$ as follows. If $x_i \notin X_{i-1}$, define

$$a_i \triangleq \frac{\hat{a}_i}{\|\hat{a}_i\|} \text{ where } \hat{a}_i \triangleq x_i \perp X_{i-1}.$$ 

If indeed $x_i \in X_i$, then $a_i$ is defined to be an arbitrary unit vector in the orthogonal component $X_{i-1}^\perp$. Further define an auxiliary function

$$f(x) \triangleq \max_{i \in [r]} f_i(x) \text{ where } f_i(x) \triangleq a_i^T x.$$ 

Given the parameter $\gamma$, now define the following functions

$$\tilde{f}(x) \triangleq \max_{i \in [r]} \tilde{f}_i(x) \text{ where } \tilde{f}_i(x) \triangleq f_i(x) + \left(1 - \frac{i}{m}\right) \gamma \triangleq a_i^T x + \left(1 - \frac{i}{m}\right) \gamma.$$ 

With these definitions in place we can now define the hard function parametrized by $k, \delta$. Let $A_r$ be the subspace spanned by $\{a_1 \ldots a_r\}$

$$f^\dagger(X^{1\rightarrow r}, k, \gamma, \delta, m) \triangleq S^{k}_{\delta, A_r} \tilde{f}(X^{1\rightarrow r}, \gamma, m),$$

(4.1)

i.e. $f^\dagger$ is constructed by smoothing $\tilde{f}$ $k$-times with respect to the parameters $\delta, A_r$. We now collect some important observations regarding the function $f^\dagger$.

**Observation 7** $f^\dagger$ is convex and continuous. Moreover it is 1-Lipschitz and is invariant with the respect to the $r$-dimensional subspace $A_r$.
Note that \( \hat{f} \) is a \( \max \) of linear functions and hence convex. Since smoothing preserves convexity we have that \( f^\dagger \) is convex. 1-Lipschitzness follows by noting that by definition \( \|a_i\| = 1 \) and it can be seen that \( \hat{f} \) is \( A_r \)-invariant and therefore by Theorem 4 we get that \( f^\dagger \) is \( A_r \)-invariant.

**Observation 8** \( f^\dagger \) is \( k \)-differentiable with the Lipschitz constants \( L_{i+1} \leq \left( \frac{\gamma}{\delta} \right)^i \) for all \( i \leq k \).

Above is a direct consequence of Corollary 5 and the fact that \( \hat{f} \) is 1-Lipschitz and invariant with respect to the \( r \)-dimensional subspace \( A_r \). Corollary 5 also implies that

\[
\forall x \quad |f^\dagger(x) - \hat{f}(x)| \leq k\delta. \tag{4.2}
\]

Setting \( \hat{x} \triangleq -\sum_{i=1}^{r} \frac{a_i}{\sqrt{r}} \), we get that \( f(\hat{x}) = -\frac{1}{\sqrt{r}} \). Therefore the following inequality follows from Equation (4.2) and by noting that \( \|f(x) - \hat{f}(x)\|_{\infty} \leq \gamma \)

\[
\min_{x \in \mathbb{R}^d} f^\dagger(x) \leq f^\dagger(\hat{x}) \leq -\frac{1}{\sqrt{r}} + \gamma + k\delta \tag{4.3}
\]

The following lemma provides a characterization of the derivatives of \( f^\dagger \) at the points \( x_i \).

**Lemma 9** Given a sequence of vectors \( \{x_1 \ldots x_r\} \) and parameters \( \delta, \gamma, r, m \), let \( \{g_1 \ldots g_r\} \) be a sequence of functions defined as

\[
\forall i \quad g_i(x_i) = g_r(x_i), \quad \nabla^j g_i(x_i) = \nabla^j g_r(x_i).
\]

**Proof**

We will first note the following about the smoothing operator \( S_{\delta}^k \). At any point \( x \), all the \( k \) derivatives and the function value of \( S_{\delta}^k f \) for any function \( f \) depend only on the value of the function \( f \) in a ball of radius at most \( k\delta \) around the point \( x \). Consider the function \( g_r \) and \( g_i \) for any \( i \in [r] \).

Note that by definition of the functions \( g_i \), for any \( x \) such that

\[
\arg\max_{j \in [r]} a_j^T x + \left( 1 - \frac{j}{m} \right) \gamma \leq i
\]

we have that \( g_i(x) = g_r(x) \). Therefore to prove the lemma it is sufficient to show that

\[
\forall i, x \in \|x - x_i\| \leq k\delta \quad \arg\max_{j \in [r]} a_j^T x + \left( 1 - \frac{j}{m} \right) \gamma \leq i.
\]

Let us first note the following facts. By construction we have that \( \forall j > i, a_j^T x_i = 0 \). This immediately implies that

\[
\max_{j > i} a_j^T x_i + \left( 1 - \frac{j}{m} \right) \gamma = \left( 1 - \frac{i + 1}{m} \right) \gamma. \tag{4.4}
\]

Further using the fact that \( \|a_j\| \leq 1, \forall j \in [r] \) we have that

\[
\forall x \quad \text{s.t. } \|x - x_i\| \leq k\delta \quad \text{we have } \max_{j > i} a_j^T x + \left( 1 - \frac{j}{m} \right) \gamma \leq \left( 1 - \frac{i + 1}{m} \right) \gamma + k\delta. \tag{4.5}
\]
Further note that by construction $a_i^T x_i \geq 0$ which implies $a_i^T x + \left(1 - \frac{i}{m}\right) \gamma \geq \left(1 - \frac{i}{m}\right) \gamma$. Again using the fact that $\|a_j\| \leq 1$, $\forall j \in [r]$ we have that

$$\forall x \text{ s.t. } \|x - x_i\| \leq k\delta \text{ we have } \max_{j \leq i} a_j^T x + \left(1 - \frac{j}{m}\right) \geq \left(1 - \frac{i}{m}\right) \gamma - k\delta. \quad (4.6)$$

The above equations in particular imply that as long as $2k\delta < \frac{\gamma}{m}$, we have that

$$\forall x \text{ s.t. } \|x - x_i\| \leq k\delta \text{ argmax}_{j \in [r]} a_j^T x + \left(1 - \frac{j}{m}\right) \leq i \quad (4.7)$$

which as we argued before is sufficient to prove the lemma.

5. Main Theorem and Proof

The following theorem (Theorem 10) proves the existence of the required hard function. Theorem 6 for the deterministic case is a simple derivation which we provide after the theorem statement.

**Theorem 10**  
For any integer $k$, any $T > 5k$, and $d > T$ and any $k^{th}$-order deterministic algorithm, there exists a convex function $f^\dagger : B_d \to \mathbb{R}$ for every $d > T$, such that for $T$ steps of the algorithm every point $y \in B_d$ queried by the algorithm is such that

$$f^\dagger(y) \geq \min_{x \in B_d} f^\dagger(x) + \frac{1}{2\sqrt{T}}.$$  

Moreover the function is guaranteed to be $k$-differentiable with Lipschitz constants $L_{i+1}$ bounded as

$$\forall i \leq k \text{ } L_{i+1} \leq (10k)^i T^{2.5i}. \quad (5.1)$$

We first prove Theorem 6 in the deterministic case using Theorem 10.

**Proof** [Proof of Theorem 6 Deterministic case] Given an algorithm ALG and numbers $L_{k+1}, k$ define $\varepsilon_0(L_{k+1}, k) \triangleq L_{k+1} / (10k)^k$. For any $\varepsilon \leq \varepsilon_0$ pick a number $T$ such that

$$\varepsilon = \frac{L_{k+1}}{2(10k)^k T^{(2.5k+0.5)}}.$$  

Let $f^\dagger$ be the function constructed in Theorem 10 for parameters $k, T, ALG$ and define the hard function $h : B_d \to \mathbb{R}$

$$h(x) \triangleq \frac{L_{k+1}}{(10k)^k T^{2.5k}} f^\dagger(x).$$

Note that by the guarantee in Equation (5.1) we get that $h(x)$ is $k^{th}$-order smooth with coefficient at most $L_{k+1}$. Note that since this is a scaling of the original hard function $f^\dagger$ the lower bound applies directly and therefore ALG cannot achieve accuracy

$$\frac{L_{k+1}}{2(10k)^k T^{2.5k} \sqrt{T}} \triangleq \varepsilon,$$
in less than \( \mathcal{T} = c_k \left( \frac{L_{k+1}}{\epsilon} \right)^{2^{k+1}} \) iterations where \( c_k \) is a constant only depending on \( k \). This finishes the proof of the theorem.

We now provide the proof of Theorem 10.

**Proof [Proof of Theorem 10]**

Define the following parameters \( \gamma \triangleq \frac{1}{3\sqrt{T}} \) and \( \delta_T \triangleq \frac{\gamma}{3kT} \).

Consider a deterministic algorithm \( \text{ALG} \). Since \( \text{ALG} \) is deterministic let the first point played by the algorithm be fixed to be \( x_1 \). We now define a series of functions \( f^\dagger_i \) inductively for all \( i \in \{1, \ldots, T\} \) as follows

\[
X^{1 \rightarrow i} \triangleq \{x_1 \ldots x_i\} \quad f^\dagger_i \triangleq f^\dagger(X^{1 \rightarrow i}, \gamma, k, \delta_T, T) \quad (5.2)
\]

\[
\text{Inp}^T_i \triangleq \{f^\dagger_i(x_i), \nabla f^\dagger_i(x_i) \ldots \nabla^k f^\dagger_i(x_i)\} \quad x_{i+1} \triangleq \text{ALG}(\text{Inp}^T_1, \ldots, \text{Inp}^T_i) \quad (5.3)
\]

The above definitions *simulate* the deterministic algorithm \( \text{ALG} \) with respect to changing functions \( f^\dagger_i \). \( \text{Inp}^T_i \) is the input the algorithm will receive if it queried point \( x_i \) and the function was \( f^\dagger_i \). \( x_{i+1} \) is the next point the algorithm \( \text{ALG} \) will query on round \( i+1 \) given the inputs \( \{\text{Inp}^T_1, \ldots, \text{Inp}^T_i\} \) over the previous rounds. Note that thus far these quantities are tools defined for analysis. Since \( \text{ALG} \) is deterministic these quantities are all deterministic and well defined. We will now prove that the function \( f^\dagger_T \) defined in the series above satisfies the properties required by the Theorem 10.

**Bounded Lipschitz Constants** Using Corollary 5, the fact that \( f^\dagger \) has Lipschitz constant bounded by 1 and that \( f^\dagger_T \) is invariant with respect to a \( T \) dimensional subspace, we get that the function \( f^\dagger_T \) has higher order Lipschitz constants bounded above as

\[
\forall i \leq k \quad \mathcal{L}_{i+1} \leq \left( \frac{T}{\delta_T} \right)^i \leq (10kT^{2.5})^i.
\]

**Suboptimality**

Let \( \{y_0 \ldots y_T\} \) be the points queried by the algorithm \( \text{ALG} \) when executed on \( f^\dagger_T \). We need to show that

\[
\forall i \in [1 \ldots T] \quad f^\dagger_T(y_i) \geq \min_{x \in B_d} f^\dagger_T(x) + \frac{1}{2\sqrt{T}}. \quad (5.4)
\]

Equation 5.4 follows as a direct consequence of the following two claims.

**Claim 11** We have that for all \( i \in [1, T] \), \( y_i = x_i \) where \( x_i \) is defined by Equation (5.3).

**Claim 12** We have that

\[
\forall i \in [1 \ldots T] \quad f^\dagger_T(x_i) \geq \min_{x \in B_d} f^\dagger_T(x) + \frac{1}{2\sqrt{T}}.
\]

To remind the reader, \( x_i \) (Equation (5.3)) are variables which were defined by simulating the algorithm on a changing function where as \( y_i \) are the points played by the algorithm \( \text{ALG} \) when run on \( f^\dagger_T \). Claim 11 shows that even though \( f^\dagger_T \) was constructed using \( x_i \) the outputs produced by the algorithm does not change.

Claim 11 and Claim 12 derive Equation 5.4 in a straightforward manner thus finishing the proof of Theorem 10.
We now provide the proofs of Claim 11 and Claim 12.

**Proof** [Proof of Claim 11] Note that since the algorithm is deterministic $y_1$ is fixed and $y_i$ for $i \geq 2$ is defined inductively as follows.

$$Inp_i^r \triangleq \{f_{i}^T(y_i), \nabla f_{i}^T(y_i), \ldots, \nabla^k f_{i}^T(y_i)\} \quad y_{i+1} = ALG(Inp_1^r, \ldots, Inp_i^r) \tag{5.5}$$

We will prove the claim via strong induction. The base case $x_1 = y_1$ is immediate because ALG is deterministic and therefore the first point queried by it is always the same.

Assume now that the claim holds for all $j \leq i$. Since by definition $2k\delta_T \leq \gamma/T$, we can see as a direct consequence of Lemma 9, that

$$\{\forall j \leq i \ x_j = y_j\} \Rightarrow \{\forall j \leq i \ Inp_i^y = Inp_i^x\} \tag{5.6}$$

where $Inp_i^y$ is as defined in Equation (5.3). Note that $Inp_i^x$ is the set of derivatives of $f_i^T$ at $x_i$ and $Inp_i^y$ is the set of derivatives of $f_i^T$ at $y_i$. Also by definition we have that

$$\{\forall j \leq i \ Inp_i^y = Inp_i^x\} \Rightarrow \{x_{i+1} = y_{i+1}\}.$$

Putting the above two together we have that $\{\forall j \leq i \ x_j = y_j\} \Rightarrow \{x_{i+1} = y_{i+1}\}$ which finishes the induction.

**Proof** [Proof of Claim 12] Using Lemma 9 we have that $f_i^T(x_i) = f_i^T(x_i)$. Further Equation (4.6) implies that

$$f_i^T(x_i) \geq \left(1 - \frac{i}{T}\right) \gamma - k\delta_T.$$

Now using (4.3) using we get that every point in $\{x_1 \ldots x_T\}$ is such that

$$f_T^T(x_1) - \min_{x \in B} f_T^T(x) \geq \left(\frac{1}{\sqrt{T}} - \frac{i\gamma}{T} - 2k\delta_T\right) \geq \frac{1}{2\sqrt{T}}.$$

The above follows by the choice of parameters and $T$ being large enough. This finishes the proof of Claim 12.

6. Lower Bounds against Randomized Algorithms

In this section we prove the version of Theorem 10 for randomized algorithms. The key idea underlying the proof remains the same. However since we cannot simulate the algorithm anymore we choose the vectors $\{a_i\}$ forming the subspace randomly from $\mathbb{R}^d$ for a large enough $d$. This ensures that no algorithm with few queries can discover the subspace in which the function is non-invariant with reasonable probability. Naturally the dimension required for Theorem 10 now is larger than the tight $d > T$ we achieved as in the case of deterministic algorithms.

The proof of Theorem 6 for randomized algorithms follows in exactly the same way as the proof for the deterministic case using Theorem 10.
**Theorem 13** For any integer $k$, any $T > 5k$, $\delta \in [0,1]$, and any $k$-order (potentially randomized algorithm), there exists a $k$-differentiable convex function $f^\dagger : B_d \rightarrow \mathbb{R}$ for $d = \Omega(T^3 \log(T^2/\delta))$, such that with probability at least $1 - \delta$ (over the randomness of the algorithm) for $T$ steps of the algorithm every point $y$ queried by the algorithm is such that

$$f^\dagger(y) \geq \min_{x \in B_d} f^\dagger(x) + \frac{1}{2\sqrt{T}}.$$ 

Moreover the function $f^\dagger$ is guaranteed to be $k$-differentiable with Lipschitz constants $L_i$ bounded as

$$\forall i \leq k \quad L_{i+1} \leq (20kT^{2.5})^i.$$ 

Due to space constraints the proof of Theorem 13 is included in the appendix.

7. Conclusion

We have considered the problem of achieving dimension free polynomial time algorithms for minimizing convex functions where the function is guaranteed to be $k$-differentiable and $k$th-order smooth and the algorithm is allowed to have access to $k$ derivatives at every iteration. We showed an oracle complexity lower bound for convex optimization under these conditions demonstrating that the number of points queried by any deterministic/randomized algorithm should have at least an inverse polynomial dependence on the desired error. This rules out linearly-converging derivative-based algorithms even under these assumptions.

While we provide precise guarantees for the dependence on the exponent, our bounds are weaker than those proved independently and concurrently by Arjevani et al. (2017) (which only applies to deterministic algorithms). We believe that our construction (or potentially a similar one) might be able to achieve the improved bounds and leave this direction as immediate future work. Furthermore we remark that while the known upper and lower bounds are tight for first and second order optimization, they are not tight for $k > 2$ and this is an intriguing open question.
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Appendix A. Proofs regarding Smoothing

A.1. Proof of Lemma 4

Proof As stated before \( f \) being \( \Gamma \)-invariant implies that there exists a function \( g \) such that \( f(x) = g(\Gamma x) \). Therefore we have that

\[
f_{\delta, \Gamma}(x) = E_{v \in \Gamma_\delta} \left[ f(x + \delta v) \right] = E_{v \in \Gamma_\delta} \left[ g(M_\Gamma x + \delta M_\Gamma v) \right] = g_\delta(M_\Gamma x)
\]

where \( g_\delta(x) \triangleq S_{\delta, \mathbb{R}^r} g(x) \). The representation of \( f_{\delta, \Gamma} \) as \( g_\delta(M_\Gamma x) \) implies that \( f_{\delta, \Gamma} \) is \( \Gamma \)-invariant. Further the above equality implies that \( \nabla \)\( f_{\delta, \Gamma}(x) = M_\Gamma^T \nabla g_\delta(M_\Gamma x) \). A standard argument using Stokes’ theorem shows that \( g_\delta \) is differentiable even when \( g \) is not \(^4\) and that

\[
\nabla g_\delta(y) = \frac{r}{\delta} E_{v \sim S_r} \left[ g(y + \delta v) - g(y) \right].
\]

The representation of \( \nabla g_\delta(x) \) as \( \nabla g_\delta(y) \) can be derived directly from \( \nabla \) being \( \Gamma \)-invariant. Suppose the theorem holds for \( \delta = q \) and for a unit vector \( \delta, \Gamma \) -Lipschitz and so is \( S_{\delta, \Gamma} q_{i,v}(x) \) via Lemma 4. Therefore we have that

\[
S_{\delta, \Gamma} q_{i,v}(x) = \nabla^i S_{\delta, \Gamma} f(x)[v^{\otimes i}].
\]

Note that the inductive hypothesis implies that \( q_{i,v}(x) \) is \( \left( \frac{r}{\delta} \right)^i \) \( \Gamma \)-Lipschitz and so is \( S_{\delta, \Gamma} q_{i,v}(x) \) via Lemma 4. Therefore we have that

\[
\forall i \in [k - 1] \ ||\nabla^i S_{\delta, \Gamma} f(x) - \nabla^i S_{\delta, \Gamma} f(y)|| \leq \left( \frac{r}{\delta} \right)^i G ||x - y||.
\]

We now consider the case \( i = k \). By Lemma 4 we know that \( S_{\delta, \Gamma} q_{k-1,v}(x) = \nabla^{k-1} S_{\delta, \Gamma} f(x)[v^{\otimes k-1}] \) is differentiable and therefore we have that \( S_{\delta, \Gamma}^k f(x) \) is \( k \) times differentiable. Further we have that

\[
\nabla S_{\delta, \Gamma} q_{k-1,v}(x) = \nabla^k S_{\delta, \Gamma} f(x)[v^{\otimes k-1}].
\]

\(^4\) We need \( g \) to be not differentiable in a measure 0 set which is always the case with our constructions.
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A direct application of Lemma 4 and the inductive hypothesis which implies that \( q_{k-1,v} \) is \( \left( \frac{r}{5} \right)^{k-1} \) \( \ell \)-Lipschitz gives that

\[
\| \nabla^k S_k^{\delta,T} f(x) - \nabla^k S_k^{\delta,T} f(y) \| \leq \left( \frac{r}{5} \right)^k G \| x - y \|.
\]

Further it is immediate to see that

\[
\inf_{y : \| y - x \| \leq k\delta} f(y) \leq S_k^{\delta,T} f(x) \leq \sup_{y : \| y - x \| \leq k\delta} f(y)
\]

which implies using the fact that \( f \) is \( \ell \)-Lipschitz that

\[
| S_k^{\delta,T} f(x) - f(x) | \leq \ell k \delta.
\]

Appendix B. Lower bound against Randomized Algorithms

B.1. Proof of Theorem 13

Proof We provide a randomized construction for the function \( f^\dagger \). The construction is the same as in Section 4 but we repeat it here for clarity. We sample a random \( T \)-dimensional orthonormal basis \( \{ a_1 \ldots a_T \} \) from the uniform distribution on the orthonormal group \( O(T) \). Let \( A_i \) be the subspace spanned by \( \{ a_1 \ldots a_i \} \) and \( A_i^\perp \) be the orthogonal complement of \( A_i \). Further define an auxiliary function

\[
f(x) \triangleq \max_i f_i(x) \text{ where } f_i(x) \triangleq a_i^T x.
\]

Given a parameter \( \gamma \), now define the following functions

\[
f^\dagger(k, \gamma, \delta_T) \triangleq S_k^{\delta_T,A_T} \tilde{f},
\]

i.e. smoothing \( \tilde{f} \) with respect to \( \delta_T, A_T \). The hard function we propose is the random function \( f^\dagger \) with parameters set as \( \gamma = \frac{1}{3\sqrt{T}} \) and \( \delta_T = \frac{1}{20kT^{1.5}} \). We restate facts which can be derived analogously to those derived in Section 4 (c.f. Equations (4.2),(4.3)).

\[
\forall x \ | f^\dagger(x) - \tilde{f}(x) | \leq k\delta \quad \text{and} \quad \min_{x \in B_\delta} f^\dagger(x) \leq -\frac{1}{\sqrt{T}} + \gamma + k\delta.
\]

The following key lemma will be the main component of the proof.

Lemma 14 Let \( \{ x_1 \ldots x_T \} \) be the points queried by a randomized algorithm throughout its execution on the function \( f^\dagger \). With probability at least \( 1 - \delta \) (over the randomness of the algorithm and the selection of \( f^\dagger \)) the following event \( \mathcal{E} \) happens

\[
\mathcal{E} = \left\{ \forall i \in [T] \ \forall j \geq i \ | a_j^T x_i | \leq \frac{1}{20T^{1.5}} \right\}.
\]
Using the above lemma we first demonstrate the proof of Theorem 13. We will assume the event $E$ in Lemma 14 happens.

**Bounded Lipschitz Constants** Using Corollary 5, the fact that $\hat{f}$ has Lipschitz constant bounded by 1 and that $\tilde{f}$ is invariant with respect to the $T$ dimensional subspace $A_T$, we get that the function $\hat{f}_T^*$ has higher order Lipschitz constants bounded above as

$$\forall i \leq k \quad L_{i+1} \leq \left( \frac{T}{\delta_T} \right)^i \leq \left( 20kT^{2.5} \right)^i.$$

**Sub-optimality** : The event $E$ in the lemma implies that $\tilde{f}(x_i) \geq -\frac{1}{20T^{1.5}} + (1 - \frac{i}{T})\gamma$ which implies

$$\forall i \in [T] \quad f^*(x_i) \geq \frac{1}{20T^{1.5}} + \left( 1 - \frac{i}{T} \right)\gamma - k\delta_T.$$

Now using Equation (B.2) we get that every $x_i$ is such that

$$\forall i \in [T] \quad f^*(x_i) - \min_{x \in B} f^*(x) \geq \frac{1}{\sqrt{T}} - \frac{i}{T} \gamma - 2k\delta_T - \frac{1}{20T^{1.5}} \geq \frac{1}{2\sqrt{T}}.$$

The last inequality follows by the choice of parameters. This finishes the proof of Theorem 13.

**Proof [Proof of Lemma 14]** We will use the following claims to prove the lemma. For any vector $x$, define the event $E_i(x) = \{ \forall j \geq i \mid |a_j^T x| \leq \frac{1}{20T^{1.5}} \}$. The event we care about then is

$$E \triangleq \bigcap_{i=1 \rightarrow T} E_i(x_i).$$

**Claim 15** Let $x \in \mathbb{R}^d$. If $E_i(x)$ holds, then $[f^*(x), \nabla f^*(x), \ldots, \nabla^k f^*(x)]$ all depend only on $\{a_1 \ldots a_i\}$.

**Claim 16** Let $i \in [T]$. Assume that $\forall j < i$, $E_j(x_j)$ holds. Then $E_i(x_i)$ holds with probability at least $1 - \frac{\delta}{T}$ (over the choice of $a_i$ and the randomness of the algorithm).

Claim 15 is a robust version of the argument presented in the proof of Theorem 10. Claim 16 is a byproduct of the fact that in high dimensions the correlation between a fixed vector and a random small basis is small. Claim 15 is used to prove the Claim 16.

Lemma 14 now follows via a simple inductive argument using Claim 16 which is as follows

$$\Pr(E) = \Pr \left( \bigcap_{i=1 \rightarrow T} E_i(x_i) \right) = \prod_{i=1 \rightarrow T} \Pr \left( E_i(x_i) \mid \bigcap_{j<i} E_j(x_j) \right) \geq \left( 1 - \frac{\delta}{T} \right)^T \geq 1 - \delta.$$

**Proof [Proof of Claim 15]** As noted before the smoothing operator $S^k_\delta$ is such that at any point $x$ all the $k$ derivatives of $S^k_\delta f$ depend only on the value of $f$ in a ball of radius $k\delta$ around the point $x$. 


Therefore it is sufficient to show that for the function $\tilde{f}$, for every $y$ such that $\|y - x\| \leq k\delta_T$ we have that $\tilde{f}(y)$ depends only on $\{a_1 \ldots a_i\}$. To ensure this, it is enough to ensure that for every such $y$ we have that $\arg\min_{j \in [T]} \tilde{f}_j(y) \leq i$ which is what we prove next.

Let us first note the following facts. By the definition of $E_i(x)$ we have that $\forall j > i, f_j(x) \leq \frac{1}{20T^{1.5}}$. This immediately implies that

$$\max_{j > i} \tilde{f}_j(x_i) \leq \frac{1}{20T^{1.5}} + \left(1 - \frac{i + 1}{T}\right) \gamma. \quad \text{(B.3)}$$

Now since we know each $\tilde{f}_i$ is $1$-Lipschitz, this also gives us

$$\forall y \text{ s.t. } \|y - x\| \leq k\delta_T \text{ we have } \max_{j > i} \tilde{f}_j(y) \leq \frac{1}{20T^{1.5}} + \left(1 - \frac{i + 1}{T}\right) \gamma + k\delta_T. \quad \text{(B.4)}$$

By the event $E_i(x)$ we also know that $\tilde{f}_i(x) \geq -\frac{1}{20T^{1.5}} + (1 - \frac{i}{T}) \gamma$. This implies as above

$$\forall y \text{ s.t. } \|y - x\| \leq k\delta_T \text{ we have } \max_{j \leq i} \tilde{f}_j(y) \geq -\frac{1}{20T^{1.5}} + \left(1 - \frac{i}{T}\right) \gamma - k\delta_T. \quad \text{(B.5)}$$

The above equations imply that as long as $2k\delta_T + \frac{1}{10T^{1.5}} < \frac{\gamma}{T}$ (which is true by the choice of parameters), we have that

$$\forall y \text{ s.t. } \|y - x\| \leq k\delta_T \text{ argmin}_{j \in [T]} \tilde{f}_j(y) \leq i. \quad \text{(B.6)}$$

which is sufficient to prove Claim 15.

**Proof** [Proof of Claim 16] Consider any $i \in [T]$. Given $E_j(x_j)$ is true for all $j < i$, applying Claim 15 for all $j < i$, implies that all the information that the algorithm possesses is only a function of $\{a_1 \ldots a_{i-1}\}$ and the internal randomness of the algorithm. Since $\{a_1 \ldots a_T\}$ was sampled from the uniform distribution on the orthonormal group, we can assume that it was sampled by the inductive process which picks $a_i$ as a uniformly random unit vector from the subspace $A_{i-1}^\perp$, which is defined to be the orthogonal component of $A_{i-1}$, the subspace spanned by $\{a_1, \ldots a_{i-1}\}$.

The above inductive procedure for sampling implies that conditioned on $\{a_1 \ldots a_{i-1}\}$, the distribution of the remaining vectors $\{a_i \ldots a_T\}$ is uniform on the orthogonal group $O(T - i + 1)$, lying in the $d - i + 1$-dimensional subspace $A_{i-1}^\perp$. The above implies that the distribution over $\{a_i \ldots a_T\}$ is conditionally independent of any $x_i$ the algorithm might play. Since we wish to bound the absolute value of the inner product we can assume $\|x_i\| = 1$.

Following the above arguments, proving the lemma now reduces to the following. Consider a fixed unit vector $y$ in a $\mathbb{R}^{d-i+1}$. The vector $y$ corresponds to the vector $x_i$ played by the algorithm. Further, consider picking a uniformly random $T - i + 1$ dimensional subspace of $\mathbb{R}^{d-i+1}$ represented by the basis $\{y_1 \ldots y_{T-i+1}\}$. $\{y_1 \ldots y_{T-i+1}\}$ represent the vectors $\{a_1 \ldots a_T\}$. The lemma now reduces to bounding $\forall j$, the probability

$$\Pr\left(\|y, y_j\| > \frac{1}{20T^{1.5}}\right).$$

5. $\|a_i\| = 1$
6. Otherwise the absolute value of the inner product is only lower
The rest of the argument follows the argument by Woodworth and Srebro (2016a) (Proof of Lemma 7). Note that for $y_1$ this probability amounts to the ratio between the surface area of a sphere above the caps of radius $\sqrt{1 - \left(\frac{1}{20T^{1.5}}\right)^2}$ and the surface area of the unit sphere. This surface area is smaller than the ratio between the surface area of a sphere of radius $\sqrt{1 - \left(\frac{1}{20T^{1.5}}\right)^2}$ and the surface area of a unit sphere. Formally this gives us

$$\Pr \left( |y_1^T y| \geq \frac{1}{20T^{1.5}} \right) \leq \sqrt{\left(1 - \left(\frac{1}{20T^{1.5}}\right)^2\right)^{d_i}}.$$  

Applying the argument inductively we get that

$$\forall j \in [1, T - i + 1] \quad \Pr \left( |y_j^T y| \geq \frac{1}{20T^{1.5}} \right) \leq \sqrt{\left(1 - \left(\frac{1}{20T^{1.5}}\right)^2\right)^{d_i - j + 2}}.$$  

Using the union bound we have that

$$\Pr(\mathcal{E}_i(x_i)) \geq 1 - \Pr \left( \bigcup_{j=1\to T-i+1} \left( |y_j^T y| \geq \frac{1}{20T^{1.5}} \right) \right) \geq 1 - (T - i) \left(1 - \left(\frac{1}{20T^{1.5}}\right)^2\right)^{d_i - T + 1} \geq 1 - (T - i) e^{-\left(\frac{1}{20T^{1.5}}\right)^2 d_i - T} \geq 1 - \frac{\delta}{T} . \quad (B.7)$$  

The last line follows from the choice of $d = \Omega \left(T^3 \log(T^2 / \delta)\right)$. 

$\blacksquare$