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Abstract

We study the problem of collaborative clustering. This problem is concerned with a set of
items grouped into clusters that we wish to recover from ratings provided by users. The
latter are also clustered, and each user rates a random but typical small number of items.
The observed ratings are random variables whose distributions depend on the item and
user clusters only. Unlike for collaborative filtering problems where one needs to recover
both user and item clusters, here we only wish to classify items. The number of items rated
by a user can be so small that anyway, estimating user clusters may be hopeless. For the
collaborative clustering problem, we derive fundamental performance limits satisfied by any
algorithm. Specifically, we identify the number of ratings needed to guarantee the existence
of an algorithm recovering the clusters with a prescribed level of accuracy. We also propose
SplitSpec, an algorithm whose performance matches these fundamental performance limit
order-wise. In turn, SplitSpec is able to exploit, as much as this is possible, the users’
structure to improve the item cluster estimates.

Keywords: Collaborative clustering, sample complexity, spectral method

1. Introduction

Cluster analysis consists of dividing a set of items into a small number of meaningful and
useful groups based on the data that describe the items. In its classical form, the item
description comes in the form of a feature vector, and with such data, clustering can be
efficiently performed for instance using the celebrated k-means algorithm or its variants (if
properly initialized) (Bachem et al., 2016). In this paper, we investigate a clustering task
where items are described by labels or ratings independently provided by users. We assume
here that both items and users are clustered, in the sense that the rating statistics of an
item by a given user only depend on the item and user clusters. Our clustering task has
similarities with Collaborating Filtering (CF) (Ekstrand et al., 2011), a critical tool used
in recommender systems. However, CF aims at predicting the unobserved ratings, i.e., at
assessing whether a user would like or dislike an item. CF hence often reduces to a matrix
completion problem, which in turn requires to be able to estimate the clusters of both items
and users.
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In contrast here, we only wish to recover the item clusters. In particular, we may
consider scenarios where users provide ratings only a very small subset of items, making it
almost impossible to efficiently reconstruct user clusters. Nevertheless, our objective is to
exploit as much as we can the users’ structure to accurately estimate the item clusters. We
refer to this task as Collaborative Clustering. This term is not new, and has been used in
other contexts (Yue et al., 2014); but we believe that it faithfully captures the nature of
our problem.

For the collaborative clustering problem, we derive fundamental sample complexity lower
bounds, expressing the number of ratings that any algorithm (even optimal) would require
to cluster items with a given prescribed error rate. We also present SplitSpec, a clustering
algorithm that achieves this fundamental performance limit order-wise. SplitSpec hence ef-
ficiently exploits users’ structure, and performs well in regimes where typical CF algorithms
would fail (if the number of ratings per user is low) and where classical clustering algorithms
such k-means and its variants can hardly discover the items’ structure (if the ratings of an
item averaged over users do not depend on the cluster of this item).

1.1. Model and Objectives

Consider a set of n items V = [n] := {1,...,n} partitioned into a set of K disjoint clusters
Vi,..., VK, ie., Uf; Vi =V and V;NV; =0, for all i # j. Each item v € V is assigned to a
cluster V; with probability «; > 0 independently of other items. The number K of clusters
and the distribution o = (v, ..., a) of items into clusters are assumed not to depend on
the number of items n, so that each cluster has a size linearly growing with n in average.
Without loss of generality, we further assume that a; < as--- < ag. The objective is to
recover the clusters by collecting and analyzing the “ratings” of items provided by a set
U = [m] of users. The latter can be categorized into L types, where each type defines
the rating statistics for items in the various clusters. Any given user is of type ¢ with
probability 8y > 0, chosen independently of other users. The distribution 8 = (841, ..., 5.)
does not depend on the number of items 7, nor on the number of users m. The types of
the various users are assumed to be unknown.

Rating statistics. For any item-cluster ¢ and user-type /¢, if we have access to the rating
Xyp of item v € V; by a type-£ user, then X, =1 (like) with probability py;, and Xy, =0
(dislike) with probability 1 — py;. The parameter p = (pe;)ee|r),ic(x] defining the rating
statistics is unknown, and does not depend on m nor m. We make the following mild
assumption: (A1) there exists a constant n > 1 such that for every i,j € [K] and ¢ € [L],
% < n and i:—gz <. (Al) just states some homogeneity in the average ratings of items
across clusters.

Available ratings. Each user provides ratings for at most w items. We consider two
scenarios:

(i) Random assignment: the w items assigned to a given user are chosen uniformly at ran-
dom, and independently of the items assigned to the other users. Each user u € [m] is first
assigned a set W, of w items chosen uniformly at random. Then user u rates each item
in W, with probability ¢ > 0, independently of other items. The set of items for which
user u provided ratings is denoted by R,. The latter is of average cardinality wq. w and ¢
may depend on n and m. This model is simple, and yet captures some randomness in the



COLLABORATIVE CLUSTERING

number of items rated by the various users. We will often make the following assumption:
(A2) wg > 1. (A2) holds as soon as each user provides at least one rating, which seems
very reasonable (we can remove from the dataset users who do not provide any rating). We
will however also discuss the case where wq < 1.
(ii) Adaptive assignment: users are here supposed to rate items sequentially, and we have
the ability to choose the w items to be rated by the current user depending on the rat-
ings provided by the previous users. However, the paper mainly focuses on the random
assignment scenario.

In summary, the model on the way ratings are generated and made available is param-
eterized by «, B, p, w and ¢. To simplify the notations, we denote by M = («a, 8,p,w,q)
the model parameters.

Clustering algorithms and their performance. In the random assignment scenario,
a clustering algorithm 7 takes as input the available ratings and output a set of disjoint
clusters 191, . ,]A)K. In the adaptive assignment scenario, the algorithm also decides on the
items to be rated by each user (depending on ratings provided by previous users). In both
cases, the performance of the algorithm 7 is assessed through the number £™(n, m) of items
that it misclassifies:

K
e™(n,m) = mainz ‘f/k \ V@(k)‘
k=1

where the minimum is taken over all permutations € of [K|, and where for any set A, |A|
denotes the cardinality of A.

1.2. Main Results

In this paper, we derive fundamental performance limits satisfied by any clustering algorithm
under random and adaptive assignments (Theorems 1 and 2, respectively). More precisely,
we provide a lower bound on the sample complexity of our clustering problem. The sample
complexity is defined as the number of ratings (cumulated over users) required to get an
accurate cluster detection. We also present SplitSpec, a clustering algorithm that achieves
these limits order-wise (Theorem 3).

Sample complexity — Random assignment. To formalize our misclassification lower
bound, we need to introduce the notion of inter-cluster divergence D;;(M) for clusters
i # j. This divergence, precisely defined in Section 3.1, depends on the model parameters
M = (o, B, p,w,q) and characterizes the hardness of distinguishing items from two clusters
i and j solely based on the available ratings. Small value of D;;(M) indicates that items
from clusters i and j are difficult to distinguish. The next theorem establishes the direct
connection between the average number of misclassified items and the minimal inter-cluster

divergence defined as D(M) = min;»; D;;(M).

Theorem 1 Assume that M satisfies Assumption (A1), and consider the random assign-
ment scenario. Further assume that there exists a clustering algorithm m that misclassifies at
most s = o(n) items on average, i.e., limsup,,_, M < 1. Then, when wq = o(y/n),
D
lim inf 7220 M)
n—oo  nlog(n/s)
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Furthermore, when wq = Q(y/n), mwq = Q(nlogn/s).

We make the following important remarks on the above theorem.

1. The theorem implies that to be able to misclassify s items only, one needs to get the
ratings from at least nlog(n/s)/(wgD(M)) users, and hence a sample complexity greater
than nlog(n/s)/D(M) (the average number ratings each user is providing is wq).

2. Another important consequence of the theorem is that the number of misclassified items
will grow linearly with the number of items, irrespective of the number of available ratings,
if and only if D(M) = 0 — in which case we say that there are indistinguishable clusters. The
condition for indistinguishability is simple and depends on whether the maximum number of
ratings per user w is equal to or larger than 1 (see Proposition 4): when w =1, D(M) =0
iff 3i # 52>, Be(pei — pej) = 0, and when w > 2, D(M) = 0 iff 30 # j : V€, py = pe;. In
other words, when the number of ratings per user is at most 1, then two clusters become
indistinguishable as soon as the average ratings of their items are the same. However when
w > 2, for two clusters to be indistinguishable, their items need to have exactly the same
rating statistics across all user types. Theorem 1 then implies that as soon as w > 2, we
can separate clusters unless they have the same rating statistics.

3. When wg > 1 and D(M) > 0, i.e., when item clusters are distinguishable, it is easy
to check that D(M) is upper and lower bounded by a constant that does not depend
on the model parameters M (see Proposition 5). Hence, our lower bound on the sample
complexity is Cnlog(n/s), where C is a constant that does not depend on n, m, and the
model parameters M.

4. As a final remark, observe that when D(M) > 0, the sample complexity exhibits the
same scaling in n, m, and s irrespective of the users’ structure. This scaling does not depend
on the number of user types. This comes as a surprise because it means that as long as
w > 2, we cannot hope to improve the sample complexity (order-wise) by leveraging users’
structure. We will make this statement more precise in Section 3.

Sample complexity — Adaptive assignment. We derive a similar lower bound for
scenarios where the items to be rated can be sequentially selected. To this aim, we need
to introduce the notion of inter-cluster maximal divergence f),-j(/\/l), see Section 3.3 for a
formal definition. We also define D(M) = min;,; Dy;(M).

Theorem 2 Assume that M satisfies Assumption (A1), and consider the adaptive assign-
ment scenario. Further assume that there exists a sequential item selection and clustering al-
. . . N . . . E[e™(n,m)]
gorithm m that misclassifies at most s = o(n) items on average, i.e., limsup,, ,, == <

1. Then, when wq = o(y/n),

.. mwgD(M)
lim inf >1.
W5 (ar/3)n log(n/s)

We will see that D;;(M)/a1 > Dyj(M) > D;;(M), and hence being able to select the
items that each user rates in an adaptive manner naturally improves our sample complexity
lower bound. Note however that surprisingly, this improvement can be by a constant factor
only, where the lower bound retains the same scaling in n, w, and ¢ as the lower bound in
the random assignment scenario.
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The SplitSpec algorithm and its efficiency. To estimate the item clusters from the
available ratings, we propose SplitSpec, a clustering algorithm that proceeds in two steps:
(i) in the Split step, it constructs from the available ratings an undirected random weighted
graph whose nodes are items. The ratings of each user u are used to add edges in the graph.
To do so, we randomly split the set W, of user-u’s potential ratings into subgroups. Each
subgroup can then generate an edge in the graph. (ii) In its second step, the algorithm
applies a spectral decomposition of the weight matrix of the graph constructed in the Split
step, and uses the decomposition to estimate the item clusters.

The critical step of SplitSpec is the way the graph is constructed. Our construction
strikes a good trade-off between two objectives: the graph should capture the information
of the available ratings as faithfully as possible; and the entries of the resulting weight matrix
should be as stochastically independent as possible to allow us to analyze the performance
of the algorithm (leveraging results from random matrix theory). Ideally if all the ratings
of a given user were jointly used to construct the graph, we would need to consider graphs
with hyper-edges, where an hyper-edge would be added between all items positively rated
by the user. However with hyperedges, the weight matrix entries would not be independent,
which would make the spectral analysis cumbersome.

The following theorem provides a performance guarantee for SplitSpec when (A2) holds
(i.e., when wg > 1). In Section 4, we also analyze its performance when wq < 1.

Theorem 3 Consider the collaborative model M with the random assignment of items.
Assume that w > 2, wq = o(v/n), (wq)?>m = o(n?), D(M) > 0, and that (A1) and (A2)
hold. For any given s = o(n), there exists a constant C > 0 such that under the SplitSpec
algorithm, when mwq > Cnlog(n/s), the number of misclassified items is less than s with
high probability.

In view of the above theorem, SplitSpec exhibits an order-optimal sample complexity
for any s = o(n). Indeed, for any model satisfying (A1) and (A2), the number of ratings
required to get at most s misclassified items under SplitSpec has the same scaling in n, w,
and ¢ as that of the sample complexity lower bound derived in Theorem 1.

The proof of Theorem 3 constitutes one of the main technical contributions of the paper.
It is much more involved than that of existing results on the spectral clustering, e.g. in the
Stochastic Block Model (refer to Section 2 for details). The difficulty arises because the
entries of the weight matrix of our graph are not strictly independent. SplitSpec is actually
designed so as to make this dependency weak enough to be analyzed while preserving most
of the information contained in the set of all available ratings.

2. Related Work

Our paper is concerned with recovering clusters from randomly generated data. This topic
has attracted a lot of attention recently.

The stochastic block model (SBM) (Holland et al., 1983) may be seen as the simplest
way to randomly generate (similarity) data: under this model, the n items are first grouped
into K disjoint clusters — the cluster of item i is denoted by (i) € [K]; the observations are
gathered in a symmetric similarity random matrix A € {0,1}"*" with independent entries,
and such that for any 4,7, A;; is a Bernoulli r.v. with mean p,(;)(;)- The objective is to
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recover the clusters solely based on the observation matrix A. The SBM has been heavily
studied over the last few years. A first interesting question about the SBM is the detectabil-
ity of the clusters. The latter are detectable if one can devise an algorithm performing
better than just randomly assigning items to clusters. The necessary and sufficient condi-
tion for detectability (a condition on p = (pg k)i ie[k]) has been identified and established
in (Decelle et al., 2011; Mossel et al., 2015b; Massoulié, 2014). Researchers have then inves-
tigated conditions under which the clusters can be recovered with a vanishing proportion
of misclassified items (when n grows large) or even exactly, see (Yun and Proutiere, 2014;
Abbe et al., 2016; Mossel et al., 2015a).

It is worth noting that by choosing w = 2 and ¢ = 1 in our model, we get a variant of
the so-called labeled SBM with sampling. There, an item pair (i,7) is sampled by every
user and ratings for these items form a label added to (i,7). The SBM with sampling was
studied in (Yun and Proutiere, 2014) and its labeled extension was discussed in (Heimlicher
et al., 2012; Yun and Proutiere, 2016). In this paper, we design a spectral algorithm inspired
from the spectral method proposed in (Yun and Proutiere, 2016), known to be optimal for
the SBM and its extensions. But our paper goes well beyond (Yun and Proutiere, 2016):
when w > 3, our model clearly departs from the SBM and thus we cannot directly use
algorithms designed for the SBM. Instead we propose an algorithm that first creates a
random graph between items from the ratings and run a spectral method similar to that
used in (Coja-Oghlan, 2010; Yun and Proutiere, 2016) to extract item clusters.

Our model may be seen as a variant of the bipartite stochastic block model (biSBM)
discussed in (Feldman et al., 2015) and (Florescu and Perkins, 2016). The biSBM starts
with a set V of n items and a set U of m users. Both sets are clustered: V = UKV,
and U = Uélzll/{g. Edges are generated independently at random between V; and U, with
probability py;. Hence, the biSBM corresponds to our model with w = n and ¢ = 1. Note
that in the biSBM, we can make the information sparse by letting p = (py;)¢,; depend on
n and m. (Feldman et al., 2015) and (Florescu and Perkins, 2016) studied the symmetric
biSBM where K = L = 2, |V1| = ‘Vg’, |Z/{1’ = |Z/{2’, P11 = P22 = (5]?, and P12 = P21 = (2 - (5)])
In (Feldman et al., 2015), the authors proposed a subsampled power iteration algorithm

extracting the exact clusters when p = Q(%). (Florescu and Perkins, 2016) studied
a sharp threshold for the detectability: p = 2 (W) is necessary for detectability and

the proposed SBM reduction algorithm detects the item clusters under this condition. They
also proposed an algorithm referred to as the diagonal deletion SVD recovering clusters

almost exactly when p = Q(%) However, the regime where rlm <p< 71:)/‘57%3 is

not treated in these papers. The present paper provides results in a much more general
setting, and in particular identifies a necessary and sufficient condition on m or p to get
less than s misclassified items. It should also be observed that we could use the SBM
reduction algorithm for the case wg = O(1) and the diagonal deletion SVD algorithm

when m = Q(”}‘f;)’;)z)

. However, the SBM reduction algorithm becomes inefficient when

wq = w(1) for it removes too much information and the diagonal deletion SVD algorithm
2

becomes inefficient when m = O(%) since the input matrix is too noisy. Our algorithm

resolves both issues and works well in all cases. Moreover, we show that our algorithm



COLLABORATIVE CLUSTERING

exhibits an optimal (order-wise) sample complexity to guarantee less than s misclassified
items (for any given s = o(n)).

Finally it is worth mentioning clustering problems under the rich information regime
(i.e., when w is large, proportional to n), although the present paper focuses on the sparse
information regime. In the rich regime, one can recover the clusters for both items and users,
applying algorithms typically found in the collaborative filtering literature. For example, in
the model considered in (Aditya et al., 2011; Barman and Dabeer, 2012), there is a simple
ground truth rating matrix such that all users in the same cluster give the same rating to all
items in the same cluster. The observations consist in a random matrix obtained from the
ground truth matrix by erasing entries with probability 1 — € and flipping them (i.e., 1 to 0
and 0 to 1) with probability p. This can be seen as a special case of our model when w = n,
q = €, and pygg is p or 1 — p. For m = n, the authors of (Xu et al., 2014) provided a tight
condition on p and € to recover the exact clusters for both users and items. To conclude,
it is worth noting that using matrix completion algorithms, e.g., (Davenport et al., 2014;
Candes and Recht, 2012; Keshavan et al., 2010), we can extract the exact average weight
matrix when wqg = Q(log(n)) and m > n. From there, we can obtain the exact clusters for
both users and items. In this paper we can cluster items with much smaller wgq, i.e., with
very sparse data.

3. Fundamental Performance Limits

In this section, we provide the precise definitions of the inter-cluster divergences used in
the lower bounds of the sample complexity derived in Theorems 1 and 2. We further give
some important properties of this divergence. Finally we outline the main steps of the proof
of Theorem 1 and provide an intuition underlying the proof of Theorem 2. The complete
proofs of Theorems 1 and 2 are relegated to the appendix.

3.1. Inter-cluster Divergence

The inter-cluster divergence D;;(M) between clusters i and j represents the hardness of
differentiating items from the two clusters. Its definition is motivated by the proof of
Theorem 1 outlined below.

For formally defining D;;(M), we need to introduce the following notations. For given
A <w, £ € [L], vectors k = (ki,...,k\) € [K] and & = (1, ...,z)) € {0,1}*, we define the
function f; : [K]* x {0,1}* — [0, 1] as the probability of a type £ user to provide the ratings
x on ) items whose respective clusters are given by k (i.e., k; is the cluster of item whose
rating is x;). Formally:

A
Ptk @) = T o, (1 —pa)' =
t=1

We further define fy(k; x) as the weighted sum of f) ¢(k; ) with weight 3, i.e., f(k;x) =
EeL:1 Be - fae(k;x). We denote by fi(k) the corresponding probability distribution over
{0, 1}

For i,5 € [K] and A > 2, let P;;(\) be the set of functions yy : [K]*~! x {0,1}* — [0,1]
such that for each k € [K]*~1, yx(k) is a probability distribution over {0, 1}* obtained as a



COLLABORATIVE CLUSTERING

convex combination of fy(k,i) and fi(k,j). When A =1, Pi;(A) = {v/o(i) + (1 =) /r()) :
v € [0,1]}.

Next we define the divergence A;;(\) between clusters ¢ and j when users provide exactly
A ratings:

min  max  KL(yAi() + (1 - AGIAW) i A=1
v€0,1]  e{ij}

min max ar - KL k k,d otherwise
YAEP;;(N) efig} ke[%;_l * <yA( )HfA( ))

Aii(A) =

where ap = Hi‘:_ll ag,, and where KL(a||b) denotes the KL divergence number from distri-
bution a to distribution b. Finally, we are ready to define the divergence between clusters
7 and j:

NE

Dij(M) = > B(w, A, q)-Ajj(A)

>
Il

1

where B(w, \,q) ' = (1;\’:11) -1 — ¢)¥~*. The divergence of the model is: D(M) =
Next we establish the useful properties of the inter-cluster divergence mentioned in
Section 1.

Proposition 4 Consider ¢ > 0. When w = 1, D(M) = 0 if and only if there exist
i # j € [K] such that Y ,B¢(pe; — pej) = 0. When w > 2, D(M) = 0 if and only if
i # j € [K] such that V¢, py = py;.

Proposition 5 Assume that D(M) > 0, (w —1)g > ¢ > 0, and that (A1) holds. Then
there exists a constant c(g,p) > 0 depending on M only through € and p such that:

c(e,p) < DM) <log(n) .

The proofs of the above propositions can be found in the appendix.

3.2. Proof of Theorem 1

The proof relies on an involved change-of-measure argument that leads to tight lower bounds
on the clustering recovery error. This tightness can only be achieved through this kind of
argument. We believe that the notion of inter-cluster divergence introduced above provides
the exact minimal achievable sample complexity (for given numbers of misclassified items).
We outline the proof here, and present a detailed argumentation in the appendix.

Change-of measure. In the following, we refer to @, defined by the parameters M, as
the true stochastic model under which all the observed ratings are generated, and denote
by Pg = P (resp. Eg[-] = E[-]) the corresponding probability measure (resp. expectation).
In our change-of-measure argument, we construct a second stochastic model ¥ (whose
corresponding probability measure and expectation are Py and Eg[-], respectively). Using
a change of measures from Pg to Py, we relate the expected number of misclassified items

1. We let B(1,1,q) = 1 as a consequence of conventions 0° =1 and (8) =1.
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E[e™(n,m)] under any clustering algorithm 7 to the expected (w.r.t. Pg) log-likelihood
ratio G of the observed ratings under Py and Py. Specifically, we show that, roughly,
log(n/E[e™(n,m)]) must be smaller than Eg[G] for n large enough.
To construct ¥, we first pick the clusters ¢* and j* with minimal divergence: (i*,j*) =
argmin, ;.;; Djj(M). For each 1 < A < w, pick y} € Pixj«(A) satisfying
Apjr () = D a-KLA(K)fr(k,i*) = > ar- KL (K)| Ak, 57)

e[k ke[R]-1

where such a y} must exist due to Lemma 10. Using ¢*, j* and y3, we couple the generation
of ratings { Xy, : w € U,v € V} under ® and ¥ in the following way:

C1. The partition of items Vi, ..., Vi, the set of items assigned to each user {W, C V :
u € U}, and the set of items that each user gives ratings {R, C W, : u € U} under
are the same as those generated under W.

C2. We select item v* in V;= UV;+ uniformly at random. If Vi« UV« = (), we select item v*
in V uniformly at random. The ratings by user u such that v* ¢ R, generated under
U are the same as those generated under .

C3. Let A\, = [Ry|. For each user u such that v* € Ry, let wy 1= (Wy,1, ..oy Wy ry—1, Wy A, =
v*) be the unique sequence of items in R, such that w,; < wy 41 for all t < A, —1
and w, », = v*. Regardless of user type, the sequence of ratings x, € {0, 1} on the
sequence of items w,, generated under ¥ are observed with probability y3(o(w.); €.),
where o(w,) € [K]** is the sequence of clusters such that for all ¢ < \,, o(wy, ) = k
if Wyt € Vk.

Log-likelihood ratio and its connection to the number of misclassified items. We
introduce the log-likelihood ratio of the observed ratings {zy, : u € U,v € V} under ¥ and
d as:

~—

Yy, (o0(wy); Ty) - yx(o(wy); xy
g = I[ V¥ w 10 e - = I[ o* e 10 IANTNTTRY RS
g/{ [or€Ru] 108 f)\u (U(wu); wu) u;{); [ €Ru,Au=2] 208 f,\(o(wu); Ty

~—

where 1¢ is the indicator of event C and w,, o(w,), and @, are defined in C3. Let 7 be
a clustering algorithm that outputs Vi, ..., Vi such that Zszl Ve =V and VN f)j = () for
all i # j. Without loss of generality, we assume ’ U,If:1 Vi \Vk| < ‘ Ule %(k) \Vk‘ for any
permutation 6 of [K]. Let £ be the set of misclassified items by =, i.e., & = Ule Vi \ Vi
Then we have || = €™ (n, m).

Next we establish a connection between the number of misclassified items and the dis-
tribution of G under ¥. Formally, if the algorithm 7 satisfies E[e™(n,m)] < s, then

3

Qg%

log(n/s) ~ log(2/exr) < Bu [6] + |~ Bul(g - Bald])).

Analysis of the log-likelihood ration G. To complete the proof, we derive an upper
bound of the r.h.s. of the above inequality. Specifically, we prove that E[G] = ™2 D(M) by
definition of i*, j* and D(M). Furthermore, when wq = o(y/n), then /Eg[(G — E¢[G])?] =
o(=2D(M)), which completes the proof.
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3.3. Proof of Theorem 2

For the proof of Theorem 2, we also use a change-of-measure argument. However, we connect
the sample complexity to an upper bound Dij (M) of the inter-cluster divergence D;;j(M).
To investigate an item v’s cluster more efficiently, an adaptive assignment can exploit the
previously collected ratings. Hence, to obtain a lower bound of the sample complexity under
the adaptive assignment scenario, we use D;;(M) with the mazimal KL divergence A;;(\)
between clusters i and j instead of the average KL divergence A;;(\), where the maximum
and average are taken over every configuration k € [K]*~* of the assigned items’ clusters.

Formally,
Ew:B (w, A, q) - Ay (N) and,
A=1
[ max {KL(f1(8)| f1(7)), KL(A ()Lf1(6))} i A=1
3N =0 max max (KL(f(k, )| £ (ks 5)), KLU Gk, )| f2 (k. )} otherwise -

ke[K] 1

We provide the formal proof of Theorem 2 in the appendix, where we establish a precise
connection between D(M) and the sample complexity using a change-of-measure argument.

We note that we have D(M) < D(M) < (D(%)) due to the definition of D(M). This implies
that comparing to random assignments, adaptively selecting items to rate can reduce the
sample complexity by a constant factor, while the asymptotic order of the sample complexity

remains the same, i.e., mwg = Q(nlog(n/s)) regardless of the assignment scheme.

4. The SplitSpec Algorithm

This section presents SplitSpec, a spectral clustering algorithm that recovers the clusters
from the available ratings. The algorithm consists of two steps. In the first and main
step, SplitSpec constructs a weighted graph whose vertices are items, and whose edges and
corresponding weights are constructed from the ratings. The second step applies the spectral
method to the obtained weighted graph to recover the clusters.

4.1. Graph Construction (the Split step)

A simple way to generate edges would be to draw an edge between items v and v’ if there
exists a user u that rated v and v positively, and all other items in R, negatively. The edges
obtained that way would be independent and the corresponding graph would be the same as
in a classical stochastic block model (Yun and Proutiere, 2014). However, this construction
would not exploit all the information available from the ratings, especially when wq = w(1).

To circumvent this difficulty, for each user u, we randomly split W, into several disjoint
groups so that a constant fraction of information can be kept. We consider each group
separately, and a group will generate an edge between two items if and only if these items
are the only two positively rated items within the group. Now the groups are built so that
with positive probability, each of them generates an edge. More precisely, the objective is
that the cardinality of groups is selected so that the probability of having only two positively

10
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Algorithm 1 The Split step — Generating the weight matrix A

Input: Observation matrix X € NVXV,
2 o1 2=y Xuw

Rating intensity: ¢ + proy

Group size: v+ w A |2/q]
Number of groups: h < |w/v]
Initialization: A < 0 € RVXV
for u=1tom do
By, ..., By < random subsets of W, such that |By| =~ for all k£ and By N B; = () for
all k # j
(randomly assigning items in W, to groups)
for k=1to h do
Ay = Ay + 1 when 37 p Xy =2, {v,0'} C B, and Xy = Xy = 1
end for
end for
Output: A.

rated items in a group is bounded away from zero. To meet this objective, if ¢ denotes the
probability of an item to be positively rated, then we can choose groups of cardinality?|2/q].
Note that § can be accurately estimated by —L- (3" > X,,) where X, is a binary variable
equal to 1 iff user u rated item v positively. Hence we first estimate ¢ and then randomly
divide W, into h = L%J groups of equal size v = w A |2/4]? (if v does not divide w, W),
is not fully covered by the groups). If wg > 2, then one can check that ©(wq) edges are
generated from the groups associated to W,. If wg < 2, W, consists of a single group, and
an edge is generated with probability ©(w?¢?).

Now in the weighted graph constructed through the above procedure, each time an edge
between items v and v’ is generated, the weight of (v,v’) is incremented by 1. We denote by
A € R™™ the weight matrix of the graph. The construction of A is performed as described

in Algorithm 1.

4.2. Spectral Partition (the Spec step)

The second step of the SplitSpec algorithm consists in using a spectral partition algorithm
similar to that used in (Yun and Proutiere, 2016). The partition is applied to the matrix A
to recover the clusters, and its pseudo-code is presented in Algorithm 2. It should be noted
that we cannot directly use the theoretical results derived in (Yun and Proutiere, 2016)
since the edges generated in Algorithm 1 are not independent. Indeed, at most v edges can
be generated by a user and the edges generated by the same user cannot share any item,
and hence are not independent. This is the main technical difficulty for the analysis: we
will show that when wq = o(y/n), we can overcome the statistical dependence in the entries
of A.
The Spec step consists of three parts.

2. Indeed, if Z1,...,Z, are i.i.d. Bernoulli r.v. with P[Z; = 1] = ¢ and v = |2/§G], then P[}°7 | Z; = 2] =
o(1).

3. We use standard notation A to denote min so that z A y = min{z, y}.

11
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Algorithm 2 The Spec step — Spectral Partition

Input: Weighted matrix A € RV*Y and cluster number K.

~ 1 Ay
Estimated average degree: p < %
1. Trimming process. Construct Ar = (Ayy)yrer, where I' is the set of items

obtained after removing |nexp(—np)| items having the largest > /oy Ay
2. Spectral decomposition. Run Algorithm 3 with input Arp,p, and output
(Sk)k=1,...K -

3. Successive improvement.

N Zu -ZU/ -AUU/ L.
B(i,g) TGS forall 1 <4, j < K

S S forall 1<k <K
for t =1 to logn do
S,it)%@foralllgkrgK
for v €V do o
k* = argmax, gz {mlog(l — Zfilﬁ(k‘, i)+ Zfil Zwes.“’l) Ay log %}
(tie broken uniformly at random) Z .
S 8W U (v}
end for
end for
Vi SV forall 1 <k < K
Output: (]}k)k:17_,,7K.

1. Trimming process. In the first part, we trim the entries of A so that the remaining
matrix enjoys some regularity property. More precisely, the trimming step removes
the nexp(—H) items v having the largest sum of positive entries (i.e. > 01 Ayy)
where H = % Yooy >m_q Apy. The remaining items do not have too many positive
entries. Let Ar be the output of the trimming step.

2. Spectral decomposition. In the second part, we provide initial estimates of the
clusters by applying Algorithm 3, presented in the appendix, to the trimmed matrix
Ar. Note that E[Ar] is of rank K and has a block structure, with blocks corresponding
to the true clusters. Hence the spectral analysis of its noisy version Ar can provide
good estimates of the clusters. The trimming step ensures that the spectral norm
of the noise matrix Ar — E[Ar]| is small and that the rank K approximation of Ap
accurately approximates E[Ar|. Algorithm 3 and its analysis are classical (Coja-
Oghlan, 2010), (Yun and Proutiere, 2016), and in turn, we will show that the number
of misclassified items after this algorithm is O(n/H). In regimes of interest, we will
further establish that n/H = o(n), so that already after the second part of the Spec
step, we have very good estimates of the clusters. This statement is made precise in
Theorem 6 below.

3. Successive improvements. Using the already accurate estimates of the clusters, we
can estimate p(i, j) the probability that a user generates an edge between an item of
cluster V; and items in cluster V;. From p = (p(4, j)); je|x], if correctly estimated, we

12
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can compute for an item v the log-likelihood of the observations given that v belongs

to a given cluster Vi: mlog(l — S5 p(k, 1)) + 3K, Y wey, Avr log %. In
T Lui=1 ’

the successive improvements, we just assign item v to the cluster maximizing this

likelihood. The analysis of these improvements is summarized in Theorem 7.

As mentioned above, the spectral decomposition yields cluster estimates Si,...,Sk
satisfying: with high probability,

K
min > Sy \ Vil = 0 (7)) (1)
k=1

where the minimum is taken w.r.t. permutation § of [K]. The analysis of the scaling of
H can be done as follows. In Algorithm 1, for each user, we create h disjoint groups of
cardinalities v. Each group randomly generates at most an edge with probability © (72q2)
(since the probability that the user rates two items out of the 7 items in the group scales as
7%¢*). Hence, the algorithm generates © (mh~y?q?) edges. Since v =w A [2/q]), h = |w/v],
and ¢ exhibits the same scaling as ¢, we have hy2¢?> = ©(wq(1 Awq)) and thus

H:@Cmmhwm>. (2)

n

The following theorem formalizes and combines (1) and (2). Its proof is presented in the
appendix.

Theorem 6 Assume that D(M) > 0, h = o(y/n) and h*m = o(n?) or equivalently wq =
o(y/n) and (wq)®>m = o(n?). After the spectral decomposition in Algorithm 2, with high
probability, we have

:O<qu<qu>>

min
6

K
U Soey \ Vi
k=1

Using the improvement steps after the spectral decomposition allows us to refine the
cluster estimates. The next theorem quantifies the number of ratings one should observe
so that the SplitSpec algorithm misclassifies s items at most. Note that this number has
the same scaling in n, w, ¢, and s as our sample complexity lower bound. Thus, SplitSpec is
order-optimal.

Theorem 7 When D(M) > 0, h = o(y/n) and h®*m = o(n?) or equivalently wq = o(y/n)

and (wq)?>m = o(n?), there exists a constant C > 0 such that when

with high probability, the number of misclassified items under SplitSpec is less than s = o(n).

13
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Figure 1: The average error rate of various algorithms clustering 1,000 items from rat-
ings from the collaborative clustering model M = («,,p,w,q) with a = (0.5,0.5),
8 = (0.5,0.5), p = (0.8,0.2;0.2,0.8), ¢ = 0.5 or 1; (a)-(b) w = 10 and varying m; (c)-
(d) m = 10,000 and varying w.

5. Numerical Experiments

Next we briefly present experimental results supporting our analytical findings and illus-
trating the performance of SplitSpec on synthetic datasets.

Algorithms. We compare three algorithms: K-means, SplitSpec, and HypSpec. For the
first algorithm, we represent each item by the proportion of positive ratings this item has
received, and we simply run k-means algorithm (Lloyd, 1982) on this one-dimensional data
(we use random initialization). For the last algorithm, HypSpec, we first generate a weight
matrix A such that A,, is the number of users who give +1’s on both of items v and v'.
Then, we run Algorithm 2 with input A.

When a user positively rates a subset S of items, to keep that information fully, we
would need to add the item graph an hyper-edge consisting of this set S. This is what is
done in HypSpec by constructing A. In the construction of A in SplitSpec, we discard part of
the hyper-edge information, but the spectral analysis A becomes possible because its entries
are by construction almost independent. On the contrary, the entries of A exhibit a strong
dependency, and it is very unlikely that the performance of HypSpec can be analyzed.

Data. We consider 1,000 items having two clusters with equal sizes (a; = ag = 0.5).
We randomly generates ratings from two types of users (81 = B2 = 0.5). Type-1 user
rating statistics are given by (p11,p12) = (0.8,0.2), and those of type-2 users by (p21,p22) =
(0.2,0.8). Note that the average (over users) rating of an item does not depend on the
cluster of this item. Hence, K-means cannot separate the two clusters, since it does not
exploit users’ structure.

Results. Figure 1 presents our results. In Figures la-1b, we fix w and ¢ and vary the
number of users, whereas in Figures 1c-1d, the number of users is fixed and w varies. Each
error rate reported in the curves are averaged of 200 realizations of the random ratings.
As expected K-means does not do better than just randomly assigning items to clusters.
Naturally the error rates of HypSpec and SplitSpec decrease with the number of ratings mwg.
Note that HypSpec outperforms SplitSpec, but as explained above, HypSpec is challenging
to analyze and hence has no theoretical performance guarantees.
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6. Conclusion

In this paper, we have studied the collaborative clustering problem whose objective is to
recover a hidden cluster structure among items from random ratings provided by heteroge-
neous users. We have first derived fundamental performance limits for this problem: the
number of ratings required to guarantee the existence of an algorithm estimating the clusters
with a prescribed level of accuracy depends on the notion of inter-cluster divergence. We
have then proposed SplitSpec, an algorithm that achieves these fundamental performance
limits order-wise. We believe that our lower bound on the sample complexity is tight, and
will explore extensions of our algorithms and its analysis to establish this tightness formally.
SplitSpec was actually designed so that its spectral step can be analyzed using techniques
from random matrix theory, but this required that the algorithm does not leverage all the
information provided by the users’ ratings. To enhance the performance of SplitSpec, we
need to modify the algorithm so as it can fully exploit this information. This is a promising
research direction as illustrated in our numerical experiments, where we tested HypSpec, an
algorithm that fully exploits users’ ratings, but that appears really hard to analyze.
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Appendix A. Proof of Proposition 4

We start with w = 1. Note that ZéL:l Bepei = ZeL:1 Bepe; if and only if Ay;(1) = 0 since
the KL divergence of two Bernoulli distributions is 0 only if their parameters are identical.
Note that when w = 1, D;;(M) = A;;(1). Hence, it follows that when w = 1, D(M) =
min;; Ay (1) = 0 if and only if there exist ¢ # j € [K] such that 2521 Bepei = ZKLZI Bepe;-
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We now focus on w > 2. When there exist i # j° € [K] such that py = pgjr for
all £ € [L], then Ayj(X) = 0 for all A < w which implies Dy jy(M) = 0 and D(M) =
min;; D;;(M) = 0 since D(M) is non-negative. Conversely, we will show that if D(M) =
0, then there exist i’ # j' € [K] such that pyy = py; for all £ € [L]. To this end, we use two
useful lemmas on Ay;(A) in the followings:

Lemma 8 For given i # j € [K] and A > 1, we have
Aii(A+1) > Ay(N) .

Lemma 9 For any given i # j € [K]| and X\ > 2, we have

. 2
Aiy(A) = (Z Be(pei —pej)2> :
=1

We provide proofs of Lemmas 8 and 9 in Appendices A.1 and A.2, respectively. From
Lemma 8, it follows that

- w=ly AL
DM) = min (1 (1-9)""")-Ay(2) 3)

since Y V_; B(w, A, q¢) = 1 and B(w,1,q) = (1 —¢)“~!. Thus, Lemma 9 with (3) implies
that D(M) = 0 only if there exist ¢ # j' € [K] such that Ay;(2) = 0, where Ay;(2) =0
only if pgir = pyj for all £ € [L]. This completes the proof of Proposition 4.

A.1. Proof of Lemma 8
Pick yx+1 € Pij(A+1). By the definition of P;;(A+ 1), for each k € [K]*, we can find a
constant (k) € [0, 1] such that

Yat+1(k) = v(k) fari(k, i) + (1 + (k) fara(k, ) -

Then we construct yy : [K]*~1x{0,1}* — [0, 1] by marginalizing out k¥’ € [K] and 2’ € {0,1}
from yy,1(k', k;2', ) for each k € [K]*~! and = € {0,1}*. Formally,

) = Z (097% Z y)\+1(k/,k;I/,93)
k' €[K] z'€{0,1}

Z €74 Z k k f)\Jrl(k k:,z,x iIZ)+ (1+FY(klak))f/\+1(k/7k7j;xlv$)
€[K] z'€{0,1}

=Zwmmmwwﬂuwmwmw,

k' €[K]
where for the last inequality, we use the fact that for each £, fiy1 (K, k, 3,2, @) = (p&k/)z/ (1-
pg7k/)1_5“'f/\7g(k,i; x). We further have
nkiz) = > apy(W, k)| - Ak i@) + | Y aw(—v(K, k)| - frlk,j; @),

k' €[K] k' €[K]
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which implies that for each k € [K]*!, y\(k) is a convex combination of fy(k,i) and
fa(k,j), ie., yr € Pij(A, p). Using the log-sum inequality or the convexity of KL divergence,
it is not hard to check that for k € [K] 1,

> awKL(yaa (K, B) || (0 1) 2 KL Y awyasr (k)| D awfapa (K, k, i)
k' €[K] k'e[K] k' e[K]

> KL(yA(K)[[ fa(k, 1)),

where for the first inequality, we use the convexity of KL divergence, and for the last
inequality, we use the construction of gy, the log-sum inequality and the fact that for each

x c {0,131 i (K kijx) = Zk’E[K] Qyy Zx’e{o,l} rr1(K Kk, i; 2’ @), This completes the
proof of Lemma 8.

A.2. Proof of Lemma 9
Due to Lemma 8, it is enough to show the lemma with A = 2. Pick y € P;;(2) such that

Aij(2) = Y ap-KLyR)| Ak 6) = D ar- KLy Rl (K ), (4)

ke[K] ke[K]

where such a y must exist due to Lemma 10. Then,

1
Aij(2) = 5 > g (KL(y(k) || f2(k. 6)) + KL(y(K) | f2(k, 4)))
ke[K]
, \/fz(k,i;:c,x’)fa(k,j;x,x’)>
=— o - y(k;l‘,ﬂv)log( —
g[;{] mg{:m} y(k;z, ")
> e Y ylkiz ) =/ falk, i@, 2) folk, G, @)
ke[K] z,z'€{0,1}
1 2
= 5 7 Z <\/f2(k,i;x,x’) - \/f2(k7j;x7x,>>
ke[K] z,x'e{0,1}
2

> % Z Q- Z }f2(/€,i;x,a:') —fg(k:,j;x,:z:')‘

ke[K] z,x'€{0,1}

where for the last inequality, we use Le Cams inequality. Noting that a3 < ... < ag, we
further have

Aij(2)
1 . . 2
> § Qg - ( Z ‘fQ(k’,Z;IE,QZ',) _fQ(ka];xa$l)‘>
ke[K] z,x’€{0,1}
> Lo > flii,2)) = fai, ji 2, 2)| 2+3a1- > kb dwa) = fol jsw, )| 2
— 8 Y 9 ) b ) 8 ) ) bl ) )

xz,x'e{0,1} z,z’€{0,1}
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1 2
> g < Z |foliyisz,a') — foi,gs o, 2)| + | fo(d, i3 2, 2") — fold, ji @ $)|) (5)
z,z’'€{0,1}
T 2
2 Z ( JFQ?/)

where for the last inequality, we use the fact that z2 4+ y . From the definition of

fa, it follows that

1
5 Z ‘fg(i,i;l‘,xl)_fg(i,j;x,.%'/)‘+‘fz(j,’i;l‘,x/)_fg(j,j;x,.%'/)‘

z,x’€{0,1}
> Bewei(pes — pej)| + | Y Bepej(pes — pui)
te(L) te(L]

D Be(1 = pey) (1 = peg) — (1 = pas))

Z Be(1 = p) (1 = pui) — (1 — pej) ‘

Le[L]
> | > Belpii — pij) ’ 37 8u((1 = pa) — (1= pey))’?
Le(L] Le[L)
> 2 Z Be(pei _péj)2’
Le[L]

which completes the proof of Lemma 9 with (5).

Appendix B. Proof of Proposition 5

Using (A1), it is straightforward to check that for 4,5 € [K], v € [0,1], k € [K]*"!, and
x € {0,1},

which implies A;;(A) < logn and thus D(M) <logn since > y_; B(w, A, q) = 1.

We now obtain the lower bound of D(M). From Proposition 4, there exists ' > 0 such
that for some i # j € [K] and ¢ € [L], (py — pej)* > € since we assume D(M) > 0 and
(w—1)g >e>0,ie, w>2 Noting >\_; B(w,\,q) =1and B(w,1,q9) = (1 —q)*" !, we
have

DM) > (1-(1—g)" ") -Ay(n) > % - Aj(A)
13
2 14+¢e Aij(3)
> 7 ia - o1 (Be(pes —péj)Q)Q

where for the last inequality, we use Lemma 9. Since (pgy; — pgj)z > ¢’ > 0, this completes
the proof of Proposition 5.
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Appendix C. Proof of Theorem 1

We will use a similar change-of-measure argument used for Theorem 1 in (Yun and Proutiere,
2016). In the following, we refer to ® as the true stochastic model of ratings with the random
assignment. We first construct a slightly perturbed model ¥ coupled with ®.
Construction of ¥. We couple the generation of ratings under ® and ¥ as follows. Let
(¢%,J%) == argmin; (i) Dij(M). For each 1 <\ <w, pick y} € P;»;+(A) satisfying

Airje(N) = Y ag - KLy (k)| fr(k, i) Z o KL(y3 (k)| £ (k. 5%)  (7)

ke[K]2 1 k

where such a y} must exist due to the following lemma whose proof is provided in Ap-
pendix C.1.

Lemma 10 For any given i # j € [K] and A, there exists y; € Pij(\) such that

AN = Y ar-KLiR)IAK D)= Y k- KLEA(R)| Ak, ) -

ke[K]A 1 ke[K]A -1

Using 4*, j* and y3}, we couple the generation of ratings {X,, : v € U,v € V} under ®
and ¥ in what follows.

C1. The partition of items Vi, ..., Vi, the set of items assigned to each user {W, C V :
u € U}, and the set of items that each user gives ratings {R, C W, : u € U} under
are the same as those generated under W.

C2. We select item v* in V;» UVj» uniformly at random. If V;» UV;+ = 0, we select item v*
in V uniformly at random. The ratings by user u such that v* ¢ R, generated under
W are the same as those generated under .

C3. Let A\, :=|Ry|. For each user usuch that v* € R, let wy, := (w1, ..., Wy ry—1, Wy N, =
v*) be the unique sequence of items in R, such that w,+ < wy 441 for all t < A, — 1
and w, », = v*. Regardless of user type, the sequence of ratings x, € {0, 1}’\“ on the
sequence of items w,, generated under ¥ are observed with probability y3 (o (wy); @),
where o(w,) € [K]* is the sequence of clusters such that for all t < Ay, o(wy,) = k
if Wyt € Vk.

Log-likelihood ratio and its connection to the number of misclassified items. For
observed ratings {z,, : v € U,v € V}, we introduce the ratio of the log-likelihood of the
observation under ¥ to that under ® in the following;:

3, (7 (w); ) i (0 (w,); )
G .= uezu]l[v ERw ]lng(— —UEZM; ]l[v ERwAu=A] logf (U( )’wu) R (8)

where 1¢ is the indicator of event C and w,, o(w,,), and x, are described in C3.
Let m be a clustering algorithm that outputs Vi, ..., Vi such that Eszl Vi =V and
ViNV; = 0 for all i # j. Without loss of generality, we assume ! Ule )}k\Vk‘ <| Uszl vg(k)\
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Vk‘ for any permutation 6 of [K]. Let £ be the set of misclassified items by =, i.e., & =
UK, Vi \ V. Then we have |£] = ™ (n, m).

Let Py and Ey (resp. Py and Eg) denote the conditional probability measure and the
conditional expectation given v* € Vi« U Vj« # ) in the perturbed model ¥ (resp. original
model @), respectively, where we also use P and E for the probability measure and the
expectation the original model ® without the condition. We establish a connection between
E[e™(n,m)] and the distribution of G under Py. For any function g(n), it is straightforward
to check that

Py{G < g(n)} =Pu{G < g(n),v" € £} + Pu{G < g(n),v" ¢ £}
<Py{g <g(n),v" €&} +Puf{v” £} . 9)
(@) (b)

We first obtain an upper bound on (a) in (9). Using the log-likelihood ratio G, it is not
hard to check

P\p{g < g(n),v* S 5} :/ dPy
G<g(n),v*e€}

:/ exp(G) dPg
{G<g(n),v*c€}

<exp(g(n)) - Po{G < g(n),v" € £}
<exp(g(n)) - Po{v" € £}

( E[e™(n,m)]

— (= + aj))")n

< exp(g(n)) - (1—(1 ’ (10)

where for the last inequality, we use the fact that under the original model ®, we cannot
distinguish between v* and any other in the same cluster which v* belongs to. Indeed,
recalling that v* is selected in V;» UVj« uniformly at random if V= UV« # 0, it follows that

P{v* € £,v* € Vi= UV}
P{v* € Vi» UV« # 0}
_ P{v e & v eV UV]'*}
N P{Vi* U Vi #* @}
< P{v e &} B E[e™(n,m)]
SPVRUV £0) (L= (L= (ar +ag )

where v is selected in V uniformly at random.

We now obtain an upper bound on (b) in (9). Since under the perturbed model ¥, the
observed ratings do not depend on whether v* belongs to cluster i* or j* if v* € V;+ U Vjx,
we have Py {v* € VL | v* € V;»} =Py {v* € VL | v* € Vj«} and

Pq){v* € 5} =

Py{v* € VI | v* € Vr} = Py{v* € VL | v* € V) } .

Hence, recalling that v* is selected in V;» U Vj+ uniformly at random if Vi- U Vj» # 0, it
follows that

Py {v* ¢ £}
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= ]P)\y{v* S f)i*,v* S Vi*} +P\IJ{U* S ]}j*,’l)* € Vj*}
= ]P)\p{v* S Vi*} . [Pq/{v* € f)z* | v* e Vi*} Jr[P)\p{v* € Vj*} . ]P)\p{v* S f/j* ‘ v* e Vj*}
= L]P\p{v* S f/l* | v €V} + LP\I}{U* S f/j* | v* e Vj*}

Quix ~ Qi ~
= —"  Pg{v* € Vp |v* €V} + —2—Pyg{v* € Vj | v* € Vi
i + e \If{ i | { } i + 0e \I/{ J ‘ { }
Q%
< —4 11
< (1)

where for the last inequality, we use the choice of i*, 7* such that i* < j*, ie., ap < s,
and the fact that Py {v* € Ve | v* € Vix} + Pg{v* € f/j* | v* € Vix} =Py {v* € Vi« U f)j* |
v eV} <1

Combining (9), (10) and (11), it follows that

Py{G < g(n)} < exp(g(n)) 1- (1E_[€(TZ:’TE)L*))”)71 ai*ai*aj*
E[e™(n,m)] Q-

< .
S O s

Plugging in g(n) = log (n/E[e™(n,m)]) — log(2/a;+), we have

Py{G < log(n/E[e"(n,m)]) — log(2/air)} < 1-5-<1-". (12)

In addition, from Chebyshev’s inequality,

P {0 <B0 0+ | 2EulG-Baig))} 21— (13
From (12) and (13), it follows that
log(n/E[e"(n, m)]) — log(2/+) < Ev [G] + \/ iEw[(Q — Eu[G])?]
which implies that if the algorithm  satisfies E[e™(n,m)] < s, then
log(n/s) —log(2/air) < Ey [G] + \/ ?’iEw[(G —Eu[G])?] . (14)

The log-likelihood ratio G. To complete the proof, we now obtain the quantities of
G in (14). Using the conditional independence of each term of the summation in (8) given
the partition of items, it is not hard to check that for an arbitrary user v € U,

A=1

_ ,ﬂ.w w—1\ _Nw=A AL
=m- ;(Al)q (1—4q) Ajeje (V)

22
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muwq

= ST Bl Aa) Ay (V) (16)
A=1

n

where we provide the detailed steps for (15) in Appendix C.2. We also obtain an upper
bound of the second term of (14) from Lemma 11 whose proof is provided in Appendix C.3.

Lemma 11 Suppose p satisfies (A1). Then,

Bullg ~Euig)']
logn ZBw A Q) ( A) + 4/ Dy (A )
A=1
+m210g77'<l:lq)2-min{ wn—jl P (8 @)+ Bep@) - a7

Hence, applying (16) and (17) in (14), we have
log(n/s) —log(2/a)

< Eu[d]+ \/ 3 Bgl(G - Eol0])?)

Qg

mwq - -
- ;B(w,)\,q) A je(N) (18a)

N (a?’ -Awl (. >(Am*<A>+m))m (18b)

where for the last inequality, we also use the fact that v/a + b < \/a + v/b. Since s = o(n),
the r.h.s. of (18) is increasing with respect to n. Hence, when w = 1 and ¢ > 0, there exists
constant € > 0 such that Az«;=(1) > € due to Lemmas 8 and 9. This shows Theorem 1 when
w = 1 since (18¢) = 0 and (18b)/(18a) = o(1).

Similarly, when w > 2, the fact that s = o(n) implies that there exists constant ¢ > 0
such that ¢ < Ayj«(\,p) < logn for all A > 2. We note that

w - w— (w—l)q
AE:ZQB(w,/\,q) =(1-(1-q“ "> T (w=1)g

Hence, for wqg = o(y/n), we have

(18a) = O <qu< k! +Ai*j*(1)>> and (18¢) = O <qu : wq) ,

n  \ 1+ wgq n /n
which implies lim inf, % > 1. In addition, when wg = Q(y/n), we have (18¢c) =

O (™*1) and ((18a)+(18b))/(18c) = O(1) which implies log(n/s) = O (™). Hence, when

n

wq = Q(y/n), we have mwqg = Q (nlog(n/s)) which completes the proof of Theorem 1.
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C.1. Proof of Lemma 10
We prove by contradiction that such a y3 exists. Suppose that y} € P;;(\) satisfies

AN = Y ar-KLEK) Ak D)) > Y k- KLEA(R) Ak, ) -

ke[K]M1 ke[K]21

Then there exists k' € [K]*! such that KL(y}(K')|| fA(K', 7)) > KL(yx(K") | fA(K',5)). Since
the KL divergence cannot be less than 0, this implies y5 (k') # fi(k, 7). Thus, noting conti-
nuity of the KL divergence, for some 0 < ¢’ < (KL(y}(K')||fA(K',)) —KL(y5(K)|| /A (K, 5))) /2,
we can construct ¢4 € P;;()) such that v} (k) = yi(k) for all k # K/,
KL(yx(K')||fA(K', 7)) — & < KL(y\(K)|| fr(K', 1)) < KL(yA (K)||fA(K', 1)), and
KL(yA(K")|| (K, 7)) < KL(ya(k")|| (K, 5)) +

This construction of y} implies that

Ajj(A) > Z ag - KL(yA (k) || fr(k, 1) > Z ar - KL(y\ (k) || /A (k. 5))
ke[K]> 1 ke[K]M-1
which contradicts the definition of A;;(\) and complete the proof of Lemma 10 by contra-
diction.
C.2. Proof of (15)

Using the conditional independence of each term of G given & € [K]Y such that &(v*) = i*,
we have

N =i o= 5] = Y op AT (Wa); u)
E\I![g | 0'(’0 ) — v, 1%); H[U*GRu, Au= )\]1 g f)\( (wu)7wu)]
" [hwemhzﬂ log m} . (19)

A=1uel

Using the above, we can write the conditional expectation of G given only o(v*) = i* as

Eg[G | o(v") =]

S op AloWu)iza) |
=m-) Ey [ [v*€RuAu=A] | 8 (0 () ) (v*) }
=m-Y Py{v* € Ru, Ay = A} -Eg [log ?EZEZZ;i ; o(v*) = i*, 0" € Ry A = A

A=1

=m-Y P{o* €Ry, A=A D k- KL (k)| fr(k, i)
A=1

ke[K]A-1

=m- > P{v" € Ru,du = At Ajeje ()
A=1
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where user v € U is arbitrary, and for the last equality, we use (7). Similarly to this, we
can also obtain

Eu[G | o(w*) =5 =m- Y P{v" € Ry, du = A} - Apeje (V)
A=1

which completes the proof of (15).

C.3. Proof of Lemma 11

Let G, := ]l [v*ERY ]log % so that G = Zueu G.. We start with the following:

o(v*) = z*]

+ Eg Z Z gugu/ U(U*) =1

> GuGu

uel v et

I 2
Eg[G? | o(v*) = i*] = By (Zgu> o) =i"| =Ey

L ueU

*

=By | 0n

Lueld weU v €U/ #u
(20)
Recalling (6) implied from (A1), it follows that for all A > 1,
k;
y)\( ) ‘ <logn .
k{0,111 ze{0,1} fA( x)

Hence, using Pinskers inequalities, it follows that

E [log2 fy(f\k(kz’:c;)] Slogn-E[logy(k)
AR, 00y

Ik, i*; ) ]

where the expectation is taken with respect to & € {0,1}* drawn from distribution y3 (k).
Thus, using the similar decomposition in (19) from the conditional independence given
o = o’ with (21), we have

Ey [Z G2 | o(v*) = z] <mlogn- Y P{v* € Ry, Ay = A} (Ai*j*()\) + \/Ai*j*(A)>

uel A=1

<™ og- S B a) (0B O)) (22

A=1

We now bound above the last term in (20). We first decompose it by separating the
event when v* is rated by both of two different users u, «’ into two disjoint cases : (i) only
v* is rated by both users, i.e., |R,NRy| = 1, and (ii) both users rate v* but there are other
items rated by them in common, i.e.,|R, N R, | > 2. Formally,

Ey Z Z GuGy | o(v*) =1*

ueU v eU:u'#u
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- ]E\I} Z Z :ﬂ'[‘RumRu/lzl]gugu’ U(’U*) = Z*

ueld v eU:u'#u

+ E\I’ Z Z ﬂ[|RumRu/ ‘22} gugu’ U(U*) = 7»*

uel v eU:u'#u

2
< (ZE\D [Gu | U(U*)—’i*]> +Eo D> DY Ijrur,32Gubu | o) =i

ueld weU v eU:u'#u

=Ev[G)°+Ee | Y. Y Ijr.ar, 2290w | o(v*) =i*| (23)

uelU u' eU:u'#u

where for the last inequality, we use the fact that G, and G, are correlated only on the
cluster which v* belongs to. Noting R, is selected independently of R, and using (Al)
and using (21), it is not hard to check that there exists a constant C' > 0 such that

E\I] Z Z 1[|RumRu/|Z2]gugu/ O'(U*) = Z*

wel v eU:u'#u

< (2] 1 0520 (0037 00)
< m2logn - (?>Q-min{l,W} : <Ai*j*(w) + m> , (24)

where for the first inequality, we use the fact that P{|R, N Ry | > 2 | v* € Ry N Ry} <
(11;;11)(1)2@ — 1)} and for the last inequality, we use Lemma 8.
Combining (22), (23), and (24), we have

Ey[G® | o(v") = i"] — (Ew[G))*

< m;:)q log 7 -)\zw:lB(w,A,q) : <Ai*j*()\) + \/m)
+m*logn - (?)z-min{LW} : (Ai*j*(w) + \/m> ,

which completes the proof of Lemma 11 since we can also obtain the same upper bound for

Ey[G? | o(v*) = j*] and Ey[(G — Eg[G])’] = E¢[G°] — (Ew[d])*.

min {1, (

Appendix D. Proof of Theorem 2

We will use another change-of-measure argument similar to the one in the proof of Theorem
3 in (Yun and Proutiere, 2014). In the following, we refer to ® as the true stochastic model
of ratings with the random assignment. We first construct a slightly perturbed model ¥’
coupled with ®.

Construction of V. We couple the generation of ratings under ® and ¥’ as follows. Let

(¢%,J%) == argmin; (g Dij(M).
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C1. We generate the hidden partition of items Vi, ..., Vi under ®. Then we select two
items v+ and vj« uniformly at random from V;« and V;«, respectively, if neither V-
nor Vj- are empty, and we select v;+ and v~ uniformly at random in V otherwise. The
perturbed model ¥’ has the partition of items Vi, ..., V) such that

° VZ( =V, for all i € [K]\ {i*,5*},
o Vi = {0} UV \ foir} and V). = {or} UVe \ o).

This is a swap of two items v+ and vj«. We denote by o(v) € [K] the cluster of v
under @, i.e., o(v) =k if v € Vi. Let o/(v) € [K] be the cluster of v under V', i.e.,
o) =kifveV,.

C2. For each user u € U = [m], the set of w items assigned to user u W, and the set
of items user u rate R, are the same under both models ® and ¥, where W, is
selected arbitrarily (or adaptively). The ratings by user u generated under ¥’ such
that R, N {vj,vj=} = () are the same as those generated under .

C3. Let A\, := |Ry|. For each user u with R, N {v,vj+} # 0, let w, be a unique
sequence of items in R,. Regardless of user type, the sequence of ratings x, €
{0, 1}/\“ on the sequence of items w,, generated under ¥’ are observed with probability
fr, (0 (wy); xy), where o (w,,) € [K]* is the sequence of clusters under ¥’ such that
for all t < Ay, 0'(wyyr) =k if wyy € V.

Log-likelihood ratio and its connection to the number of misclassified items. For
observed ratings {zu, : © € U,v € V}, we introduce the ratio of the log-likelihood of the
observation under ¥’ to that under ® in the following:
- (o' (wu); Tu)

, fru
g .= Z R[Ruﬂ{vi* RIpES }#Q)] - log f);\'u, (J(wu); a:u) (25)

u=1

where o(w,) € [K]* is the sequence of clusters under ® such that for all t < A, o(wyy) = k
if Wyt € V.

Let 1>1, - Vi be the output of the clustering algorithm 7. Without loss of generality,
we assume |UkK:1 Vi \ Vi| < }Uszl ]}g(k) \ Vi| for any permutation 6 of [K]. Let £ :=
U, Vi \ Vi. Then we have |£| = €™ (n,m). Let Py and Egs (resp. Py and Eg) denote the
conditional probability measure and the conditional expectation given v;+ € Vi« # () and
vj= € Vj= # 0 in the perturbed model ¥’ (resp. the original model @), respectively, where
we also use P and E for the probability measure and the expectation the original model ®
without the condition.

Let d, be the total number of users assigned to item v, i.e., d, ;= [{u € U : v € Wy }|.
Using the distribution of dy,. + dy ., we will establish a connection of E[e"(n,m)] to the
distribution of G’ under Py.. For any function g(n) and ¢ > 0, we have

Po {du. +dyy. < Cp =Py {dy. + . <C}

:P@{g<gm%%ﬁ+%ﬁg4mﬁeg} (262)
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+ Py {g/ < g(n),dy,. + dy,. < (v ¢ 5} (26b)
+ P\I/’ {g/ > g(n)ﬂ dvi* + d’Uj* < C} (260)

where for the first equality, we use the fact that v;+ and v;« are statistically symmetric
under the models ® or ¥’.

In what follows, we will calculate upper bounds for the terms on the r.h.s. of (26), where
we plug in g(n) and ¢ with some functions of E[¢™(n, m)]. For the term in (26a), similarly
o (10), we have

Py {0 < gln)ody. + . < G e} = | Py

{g’<g(n)7dvi* +d’Uj* ngvi* Eg}

exp(G)dPe

/{g/<g(n)7dvi* —l—duj* <(vx€E}
< exp(g(n))Ps {Q’ < g(n),dy,. +dy. <Cvis € g}
< exp(g(n))Pe {vi- € £}

P{ve &}
<eXp(())IP’{V 20, 20}
= exp(g(n)) - Ele"(n, m) (27)

(1= (1 = (e +az))")n

Noting the swap of arbitrary two items v;+ and vj+ in Vi« and Vjx, i.e., Py {vi* ¢ f&} =
Py {v ¢ Vi, v € Vj*} we obtain an upper bound for (26b) in the following

Py {g' < g(n),dy,. +dy,. <Cvix ¢ 5} <Py {vi ¢ €} =Py {Ui* ¢ l}i*}
=Ps {U ¢ V;'r*,’l) S Vj*}

B P{v e &}
<Pef{v¢l}= P{Vi- #0,Vj- # 0}
E [e™(n, m)]

T (1 (1 (o +aj))n

(28)

We present the following lemma which provides an upper bound of (26¢) using Kol-
mogorov’s inequality. The rigorous proof is provided in Appendix D.1.

Lemma 12 For ( > 0, we have
;D =~ 810g17 ~
Py 4G > 5aCDM) p < — =27 o ZB w, A, q) [ Apjr (N) + 1/ Aieje (V)

Combining (27), (28), and Lemma 12 with g(n) = 5/2 - g¢CD(M), it follows that

El[e™(n,m)]
(1= (1= (o +a;=))")n

Py {du,. + . < ¢} < (exp(5/2 qCDM)) +1)
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. 8logn — slogn ZB w, A\, q) ( (/\)—l—\/Ai*j*(/\)) .

tog ( sperficzmy )
3q¢D(M)

log (n/s) }
3¢D(M)

Plugging in ¢ = and using the union bound, we further obtain

]P) {dl)l* + d’l)j* S

10g ( g (mmy]
<Py dyy +dy. < glﬁg(j\/,l)n)
q

n 5/6 E[e™(n, m)] 1
= <<E[5”(n, m)]) + 1) n * 1+ (g + = )n

: : ) log (E[EW(S’ m”) (29)

(1= (1 = (@ix +a;<))") + (1 = (@ +aj+))"

Ne1 B(w, A, q) (Az‘*j* (A) + 4/ Agej=(N)

+24logn - =
g1 DM)
where the r.h.s. converges to 0 as n — oo since w < 2 =o(1). This implies that
1
Bldy,. +dy.] > 2
3¢D(M)

Since each user is assigned w items and the choice of v;+ and v;« is uniformly at random,
we also have

mw—ZE dd| ZE| D> dy

Uevl UEVZ*UVJ*
=qapn-E [dvi*} +ajn-E {dvj*}
> ain-E |dy. +d,.|
Consequently, a necessary condition for E[e™(n,m)] < s is

lim inf muwgD(M)
n—oo (a1/3)nlog(n/s) —

D.1. Proof of Lemma 12

Let u, denote the 7-th user assigned v;+ or vj«, i.e., Wy, N {vi*,vj*} # 0 and u; < Uryq.
Let G'(t) denote the sum of the first ¢ nonzero terms in G’ in (25). Formally,

t (0" (Wu, ); Tu, )

/ f =
G'(t) :Zﬂ[mn{mm}#@} log Fru (0(W, )i T0)

=1
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From the construction of G'(t), we have Py {G' > g(n)} < Py {max;<;<cG'(t) > g(n)}.
Thus, we will focus on G'(t) = Y- 3"V, h,.\, where we define for 1 <7 <tand 1 <\ <
w7

f)\(U/(qu), :cu‘r)

Pick arbitrary &,6" € [K]Y such that &(vy) = 6 (vj+) = i*,6(vj+) = &' (vi+) = j*, and
o(v) = '(v) for all v € V\ {vi-,vj+},. Let Py 55 and Eys 5 denote the conditional
measure and expectation given ¢ = & and ¢/ = ¢’ under Py,. We will bound above
Pyr|5,5 {maxi<i<¢ G'(t) > g(n)}. To begin with, for every 7 and A, we obtain

Ey\5.6 [hz,/\] — (Egj5,5 [hea])? < Ey/|5,5 [hf’/\]

=q(2—q)B(w, \,q) - Ey [log

hT,)\ =1 [Ru-,- ﬂ{’Ui* Vg% }7£®7>‘u7' :A] . log

2 f/\(ﬁl(wuf);wuf)}

(o (w, );2u,)

< q(2—-q)B(w, \,q) logn(Ai*j* N+ Ai*j* (A)) (30)

where for the last inequality, we use (21) and the fact that A;«;«(\) bounds above the KL
divergence between fy(k,4) and f\(k,j) for every k € [K]*~!. Since for given 7, only one
of h;)’s can be non-zero, the upper bound in (30) implies

w w 2
Eg\55 (Z hex — By 50 [Z h'r,)\] )

A=1

A=1 A=1
< a2 = logn 3 Bl da) (Bes- () + By (). (31)
A=1

which is bounded by a constant since A« (\) < logn < co. Note that (>4, hT7A)T:1,..,t
are conditionally independent to each other given 0 = & and ¢/ = ¢’. Thus, from Kol-
mogorov’s inequality, it follows that for v > 0,

P55 {121352 G'(t) — Egr55 [G'(1)] | > ’Y}
Ewip.00 [(0'(C) ~ Ewio o 6] (€))°]
<

¢

w w 2
= ig : Z Ey5,5 (Z hex —Eyri560 [Z h'r,)\] ) : (32)
7 A=1 A=1

=1

Since for all t < ¢, Eg/j5.5 [G'(1)] < (- q(2 —q)D(M), combining (31) and (32) and plugging

in v = Cq(1/2 + q¢)D(M), we have

Py iz, { max G'(t) > (- 2(1[)(/\4)}

1<t<¢

30



COLLABORATIVE CLUSTERING

logn(2 —q) - Y251 B(w, A\, q) (Ai*j*()‘) + Az‘*j*@\))
: Ca- (172 + ) DM))?

8logn - S°V_, B(w, \,q) <Ai*j*(x) + \/Ai*j*(x)>
<

- ¢a- (D(M))?

, (33)

which completes the proof of Lemma 12 since from the construction of G’'(t), we have
Py {G" > g(n)} < Py {maxi<i<c G'(t) > g(n)} .

Appendix E. Spectral Decomposition Algorithm

Algorithm 3 Spectral decomposition

Input: Ar,p
A « K-rank approximation of Ap
for t =1 to logn do )
Qtw —{weV |4, — A% <t
Tio 0
for k=1to K do
v <= argmaxy, |Qs .y \ Uf:_ll Ty 4] )
Tog — Quog \UZ! Tri and &g = e, Ao/ |Ti
end for
for v e V\ (Us_, Ty.x) do
k* < arg ming HAU — &k
Tth* < Tth* U {’U}
end for A
T iy 2 very, 1Av = &ell?

end for

t* < argming 4.
Sp < Ti=j, for all k
Output: (Sk)k=1,. k-

Appendix F. Preliminary to Spectral Analysis (Appendices G and H)

In this section, we will provide useful notations and properties for Theorems 6 and 7 (in
Appendices G and H, resp.). In particular, we analyze the output A of Algorithm 1, where
the analysis is analog to the one in (Yun and Proutiere, 2014, 2016). However, our analysis
has to handle additional challenges mainly from dependency among entries of A. In our
model, a user’s ratings can be counted in several entries of A. Thus, the entries of A are
dependent in a sense that the w items assigned to the user must be different to each other.
To overcome this challenge, we approximate the original generation of A using two slightly
perturbed generations of A, denoted by ¥y and Wy, where the entries of A are independent
to each other. We will describe W1 and W5 further.
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Notation. We first introduce the notations used in the following sections including Ap-
pendices G and H. For the sake of simplicity, we omit the conditions assumed in Theo-
rems 6 and 7, i.e., D(M) > 0, h = o(y/n) and h*m = o(n?) (or equivalently wq = o(y/n)
and (wq)?m = o(n?)), from the statements of upcoming lemmas. In addition, we further fix
the configuration o of clusters Vi, ..., Vi such that Uke[K] Vi =V, |Vk| = agn for all k, and
if o(v) = k, then v € Vg. Indeed, using the Chernoff bound, it is easy to check that for all
k € [K], ||Vk| — agn| = o(n) with high probability since «y, is constant. Hence, we denote
by P and E the (conditional) probability measure and expectation, respectively, associated
with the original generation (Algorithm 1) given the fixed configuration o.

Let M := E[A] and Mr := E[Ar], where T is the subset of items after trimming. We
denote by A, and M, (resp. Ar, and Mr,) the item v’s column of A and M (resp. Ar
and Mr), respectively. Define pmax := max(, ,/)eyxy M- We now define the perturbed
generations of A under ¥, and Ws, where each entry in A is generated independently:

Generation of A by V. There are m users each of which has h attempts to add weights

to A. Starting with A = 0, at each attempt of each user, we add one to A, with probability

M,/ /
5= for all v,0" € V.

Generation of A by Ws. There are m users each of which has h attempts to add weights
to A. Starting with A = 0, at each attempt of each user, we add one to A, with probability

% (1 + %) for all v,v" € V.

Let P; and E; (resp. P2 and Ey) denote the probability and expectation, respectively,
under ¥; (resp. Uy). We establish the following connections of the perturbed P; and Py to
the original P.

Lemma 13 For every A C Z™*"™,

h2m

e <o (o)) tac .

Lemma 14 For any given cyy > 0 for allv,v' € V and C > 0,

P{Z Z CUU’AUU’ > C} <P {Z Z va’Avv’ > C} .

veV v’ ey veV V' eV

The proofs of Lemmas 13 and 14 are provided in Appendices F.1 and F.2.

F.1. Proof of Lemma 13

Let A(u) denote the weight matrix of a set of edges generated by user u in Algorithm 1,
where each user attempts h times to add weights. Then,
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The number of entries that user u is able to add at the ¢-th attempt is (n —2t)(n—2t—1)/2
in Algorithm 1. However, this number under ¥; is always n(n — 1)/2. Using this, it is not
hard to check that for all feasible a € Z™*",

P{A(t) = a}< <1 —0 (Z))hm [A(t) = a) (34)

con(0(2)) 1 0 -, -

where we use the assumption on h = o(y/n) for the last inequality. Therefore,

P{Ac A} = > [P {A®) = au}

A1y @mi> e g Gy €A =1

ceo(0(™)) X I[Etan=a

a1,ees@miy e q €A E=1
h2
< exp <0 <mn)> Pi{A € A},

which completes the proof of Lemma 13.

F.2. Proof of Lemma 14

Let A(u,t) be the weight matrix added by the t-th partition of the u-th user. Recalling the
same logic used for (34), we also have

P{A(u, t)|Au,t —1),..., Alu, 1)} < <1 4 >]P’1 {A(u, t)|A(u, t —1),..., A(u, 1)}

N

=Py {A(u, t)[A(u,t = 1),..., A(u, 1)}, (36)
where for the last equality, we use the fact that the probability of incrementing an entry of
A at each attempt under Ws is (1 + %)—times higher than that under ¥;. Using (36) and

noting that every entry of A is non-negative, it is straightforward to show the stochastic
dominance of the weighted summation of A under W5 over that under the original model,

i.e.,
P{Z Z CUU’AUU’ > C} < PQ {Z Z va’Avv’ > C} )

veV o' eV veEV V' eV

which completes the proof of Lemma 14.

Appendix G. Proof of Theorem 6

In Algorithm 2, we first run Algorithm 1 to obtain weight matrix A, where we estimate
the similarity between two items v,v" at A,,. Then, we obtain /1, which is the K-rank
approximation of the trimmed Ar, and run Algorithm 3 extracting the hidden clusters
based on the distance between columns of A. Hence, we will use some properties of the
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column distance to conclude Theorem 6. (We refer to Appendix F for the definitions of
notations used in the followings.)

We first study the column distance in the average matrix Mr. When two items z,y
belong to the same cluster, it is clear that Mr , = Mr ,, and when they belong to different
clusters, the column distance || M, — Mr ,||3 might be large. More formally, we obtain the
following lemma, whose proof is provided in Appendix G.1.

Lemma 15 For all x,y € T’ such that o(x) # o(y),

0 <n (wq(l 7/;2’11)(1)7”)2) ‘ (37)

Furthermore, if item v € I' is misclassified, then we should have:

2
4y — Mo = <n (s ) ) . (38)

To complete the proof of Theorem 6, we will obtain an upper bound on the total column
distance between A and M. Note that the ranks of both A and M are K. Hence, the rank
of A — Mr is less than 2K . Using the property of Frobenius norm: if the rank of matrix A
is K, ||A]|% < K| A||3, it follows that

|Mr . —

DAy = Mry|l3 = [|A - Mr|%

vel
< 2K|[|A— Mr|3
< 2K||A — Ar|3 + 2K Ar — Mr||3
< 4K||Ap — Mr|3, (39)
where we use the property of Frobenius norm forAthe first inequality; the triangle inequality
for the second one; and the definition of A, i.e., [|A—Ar|l2 = minps . ank(vry<i [|M'—Ar|l2 <
||Mp — Arl|2 for the last one.

We now obtain an upper bound on the last term in (39) in the following lemma, whose
proof is provided in Appendix G.2.

Lemma 16 With high probability,
wmq(l A w
A — Mrlh = O ( ‘-’(nq)> .

From Lemma 16 and (39), we obtain an upper bound on the total column distance between
A and My, i.e., with high probability,

o o n2
4= Mol = 1y =~ Ml =0 (i) (40)

= 1 Awp)m
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Finally, combining (38) and (40), we bound the number of misclassified items by Algorithm 3
as follows:

n2

K
Sil=0 wq(1Awp)m
; Vi Si n (wq(lAgﬂz)m)2

n

”(M)’

which completes the proof of Theorem 6.

G.1. Proof of Lemma 15

We will focus on the proof of (37) since from (37), it is not hard to derive (38) through the
same logic used for Theorem 6 in (Yun and Proutiere, 2016). To begin with, we first bound
the loss of weights after the trimming in the following lemma, whose proof is provided in
Appendix G.3.

Lemma 17 For any trimmed set T,

P Z ZAW >n p <exp(—n).

v’ eV\I'veV

Hence, it is enough to bound the column distance in M instead of Mr. We will show

(41)

WM, — M2 > Cn <wq(qu>m>2
T y = .

n2

We denote by p;; the expected weight between an item pair v,v" such that v € V; and
v €V, ie., pij = Myy. Then,

_ -1 L
Pij = mh (n 2> <n> q2 Z prfipﬁij(l =+ 0(1))
/=1

v—2)\v
(r=1) o
= Tnhhq2 ; ,preiijQé(l + 0(1)) s (42)

where Qg is the probability that randomly selected v — 2 items do not have any positive
rating by type-£ user. Note that Q) is a constant for all £ since we set v so that the expected
number of positive ratings of each group becomes less than 2. From (42), it follows that

K
[ Mz — My”% = Z Z (May — Myv)Q

k=1veVy
> ) (May — My)? + Y (Myy — Myy)?
veEY; ’UEVj

> (Vi AV ((pii — pig)* + (pij — pis)?)
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Vi AV

> W (pii — 2065 — pij)°

_ (W] 2 |V9DhQZQEZ — Bgmzq4 (Z Be(pei — pej)*Qe(1 + 0(1))> :
=1

Thus, there exists a constant C7 > 0 such that

2\ 2
2 wmyq
I, 34 > Can (255 )

which completes the proof of Lemma 15 since from the definition of v, there exists a constant
C5 > 0 such that
vq = Co(1 A wg) .

G.2. Proof of Lemma 16

We can prove this lemma using the strategy in (Feige and Ofek, 2005). To this end, we will
prove that for all z,y € R™ such that ||z|2 = ||y|l2 = 1,

- (43)

}:J(A_M)y‘:o( wmq(l/\wq)> .

Let T := V\ I'. For any given x,y € R" such that ||z||s = ||y||2 = 1, define

EZ{(”’”'>GVXv:vayv/|éﬁ} andﬁz{(v,v')EVxV::vvyw>ﬁ}'

Then, using the definitions of £ and £ and the triangle inequality, we bound ‘IL‘T (A—M )y}
as follows:

‘xT(A - M)y‘ < 2 Z xz—ervv’yv’ + Z vavv’yv’ - UCTMZ/ + Z va’Uv’yv’

(v")e(TxV)NL (v)eL (vv)eL
/P
< 2 r;lzax Z AUU’ + Z vavv’yv’ - xTMy + ZifEUAvv’yv’
(v,w)e(TxV)NL (v)eL (v)eL

To prove (43), we will show that for z,y € R™ such that ||z|2 = [|y|2 = 1,

,/pjjx Y Ap = O (/i) (44)
(

v.0")e(TXV)NL

Z o QUTMZ/ = O (v/"Pmax) » (45)
(v,v")eEV
Z vavv’yv’ =0 (\/ npmax) . (46)
(v')eL
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We note that (44) is a direct consequences of Lemma 17. Using Lemma 13 of (Yun and
Proutiere, 2014), it is straightforward to check (46) under P2. Hence, due to Lemma 14
connecting P and Py, we also have (46) under the original generation of A. Therefore, we
focus on the proof of (45) to complete the proof of Lemma 16.

For given z,y € RY such that [|z[|2 = [|y[l2 = 1, with A = 3, [ o, we have

E exp )\Z o' xUAW/yv, — )\xTMy
Prd 3 o — a7 My > O < — el 5o )
(v )EL exp ( \/m)

M, mh
(1 + Z(%v,)eﬁ —u (exp (AzyYyr) — 1))

exp (AC'\/NMPmax + Az T My)
mh
. (1 + 2 (ww)eL Mmh (Azoyo + 2(ATyyr) ))
- exp ()\C'1 /MPmax + )\acTMy)
(47)
<exp (Z( ner M wor (AT + 2( ATy ) ))
exp ()\C\/m + Az My) ’
(48)

where we use e < x + 222 for [z| < 1/2 and 1+ x < €* for (47) and (48), respectively.
We now bound the last term. Note that >~ ez [Toyr| < (/50— since 30 oy > ey zly? =

1 and |2yYy| > /Pmax/n for all (v,v’) € L, . Thus, we have

exXp Z )\Mvv’wvyv/_)\xTMy =€exp | — Z AM o Ty Yoyt
(vv")eLl (vw)eL

n
<exp <)\pmax )

max

=exp (g) . (49)

In addition, recalling >, oy, > /ey x%yg, =1, it also follows that

exp Z My 2(Azyy)? | < exp (g) . (50)
(vv)eL

Combining (49) and (50) to (48), we have

C
Py Z Ty Avy! Yor — mTMy > C\/Npmax ¢ < exp (n a 2”) .

(vv')eL
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Using Lemma 13, we further replace P; with P as follows:

P Z vavv’yv’ - fL‘TMy > C\/ NPmax
(vv")eL

2
< exp (O (M)> Py Z mUAvv’yv’ - JUTMy > C\/ NPmax
n

(v')eL

SN AT GCORCAT o

Although z,y € R™ are in a continuous space, we can use the union bound with a
discrete space T defined as

T. := {xe(\jﬁZ) :Hx||2§1} where 0<e<1.

Let T'={z € R" : ||z|[]2 < 1}. From Claim 2.4 and Claim 2.9 of (Feige and Ofek, 2005), it
follows that there is a constant ¢, such that |7;| < e®™ and

T T
maxz Ay < ——— max z' Ay .
z,yeT ¥y= (1 — 6)2 x,yeT: 4

Therefore, using the union bound and (51), we have that with probability at least 1 —
exp <cEn +n+ 5hQTm — %n),

Iff?lfé}% Z Ty Apor Yo' — $TMy < 4;’22%5 Z Ty Apor Yot — xTMy =0 (vnpmax) )

(vv")eLl (v')eLl

which implies (45) by selecting sufficiently large constant C'. This completes the proof of
Lemma 16.

G.3. Proof of Lemma 17
For any given set I' C V such that |T'| = [nexp (—np)|, from Lemma 14,

P ZZAW’Z” <P, ZZAWZ”

vel VeV veD V' EV
< max Eo [exp ()\ Zvef ZU’GV AUU')]
A>0 —An
_ exp (2nlnexp (1) (e — 1)
< max
A>0 exp(An)
< exp (2n|nexp (—np) | Pmax (e’ — 1) — 5n)
< exp (—4n), (52)
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where the last inequality stems from the fact that npmpax exp (—np) = o(1) when nppax =
w(1). Noting that there are 2" subsets of V and using the union bound and (52), it follows
that

P Z Z Ay > n p <exp(—n),
veV\I'v'ey

which completes the proof of Lemma 17.

Appendix H. Proof of Theorem 7

We will first define a subset H of V satisfying a set of criteria and show that all items in
‘H are accurately classified after logn iterations of the improvement step. Then, we can
complete the proof of Theorem 7 by obtaining an upper bound of |V \ #| since the total
number of misclassified items is less than |V \ H|.

For A,B C V, let e(A, B) denote the summation of weights on every edge between .4
and B, i.e., e(A,B) := > ca > e Ave. Define H as the largest set of item v satisfying
(H1)-(H3) in the followings:

(Hl) G(U,V) < 10npmax-

(H2) If v € V;, then

K .
p(i, k) NPmax o,
>
kgoe {v}, Vk) log = 2G.E) = Tog(npms) forall i#£j,

where with a slight abuse of notation, we denote e({v}, Vo) :=m — S5, e({v}, Vi)
and p(i,0) =1 — S0 p(i, k).

(H3) e({v},V\H) < 2log?(npmax)-

Now, we will show that all items in H are classified correctly after logn iterations. Let
52-(;) = (Si(t) NV;)NH and D = Ui jit 8( ). At every improvement iteration, we move
each item to cluster £* having the highest (estlmated) log-likelihood defined in Algorithm 2.
Thus, for all ¢,

v (t 1 A(Z,k‘)
DD W) LR 556 E)

1,507 Eg(t)k 0

=D 3 SR o B 40 (g0 4 (0, v\ )

1,J:0#£] veg(t) k=0

©  np
< — & (t) (t) (t*l) (t)
S oS €O+ 0 (€, (€D, 1))
G _ _TPmax o) ()| (-1) )12
log(npmax) £¥1+0 (\/|5 It |nPmax + |E\ ] log” (nPmax) | - (53)

39



COLLABORATIVE CLUSTERING

where (a) stems from the fact that 5((11?) = O(1) for all 4, j, k € [K]; (b) is obtained from (H2)
and v € £41; and (¢) holds because of (H3) and Lemma 16. For the sake of simplicity, we
omit the detall steps in the above inequalities since they are analog to those used for the
proof of Theorem 2 in (Yun and Proutiere, 2016).

From (53), it follows that

O] ) (108(Pma)’
£ NPmax ’

which implies that after logn iterations, | (log ”)\ has to be 0, i.e., items in H are correctly
classified.

We now obtain an upper bound on the size of V' \ H in the following lemma whose proof
is provided in Appendix H.1.

Lemma 18 There exists a constant C' > 0 such that when

< Cnlog(n/s)
~ wq(l Awgq)

we have |V \ H| < s with high probability.

Cnlog(n/s)

This lemma implies that there exists a constant C' > 0 such that when m > wallAwg)

K
S < vvmi<s

with high probability. This completes the proof of Theorem 7.

H.1. Proof of Lemma 18

We will first find the number of items that do not satisfy (H1) or (H2). Then, we will
bound the number of items that do not satisfy (H3) with a given number of items that do
not satisfy (H1) or (H2). From the two step proof, we can complete the proof of Lemma 18.

From Lemma 20 and the Markov inequality, it follows that with high probability, the
number of items not satisfying (H1) is less than nexp(—Cinpmax) for a constant C; > 0.
We now bound the number of items that satisfy (H1) but not (H2). To do so, we first study
properties of such items. For a given item v € V;, each user’s ratings can add at most one to
only one entry of A,, where the probability to add one to A, such that v € V; is il LD
Using this with Lemma 13 in (Yun and Proutiere, 2016) and Lemma 19, it is not hard to
check that if item v satisfies (H1),

K
]P’{Z ({v}, V)logw
=0

From Lemma 2.4 in (Tsybakov, 2009), we note that

2 (Vple) = Val)?* < 3 () log i (55)

xT

1
> Cnpmax} < exp (—QCnpmaX> forall ¢>0. (54)
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where 3. p(z) = 3, q(z) = 1 and p(x), g(x) > 0 for all z. Observing 3% e({v}, Vi)/m =
1 and using (55), it follows that for v € V;,

f:e{v} Vi) log ({1;} V) /m—l—ie {v}, Vi) log%vz))/m

() ()

=Q(nPmax) » (56)

where for the last inequality, we use the following lemma whose proof is provided in Ap-
pendix H.2.

Lemma 19 With high probability,

oo il log(npmax)? |V;

V npmax W

Thus, when v € V; does not satisfy (H2),

K
ehv/m
> el{oh v tos

From (54), (57), and the Markov inequality, it follows that the number of items that do not
satisfy (H2) is less than n exp(—Canpmax) with a constant Cy > 0 with high probability.

We have shown that the number of items that do not satisfy (H1) or (H2) is less than
n (exp(—C1nPmax) + exp(—CanpPmax)) with high probability. Using this with Lemma 16 in
(Yun and Proutiere, 2016) and Lemma 14, we can show

= Q(nPmax) - (57)

|V \ H| S 3n (exp(_clnpmax) + eXp(_Canmax)) y

which completes the proof of Lemma 18.

H.2. Proof of Lemma 19
After the spectral partition step, we have O(1/p) misclassified items. Thus,

=0< 1 'V"’p@ - (59)

NPmax ™

. Vi
‘E[P(%J)] - ‘%'pm

Using this with the Chernoff bound, it is straightforward to check that there exists a constant
C > 0 such that

. o log(npmax)* |V
Pl{\pu,j)—E[p(z,g)n > 108 (M Pma)”| ‘pm} < exp (~2nog(npmar)?) .
NPmax m

which implies

v {lm,j) ~Elp(, )| 2 0108 Pmn)” Vs 'pw} < exp (—nlog(npma)?) . (59)

NPmax m
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where we replace P; to P using Lemma 13. Since there are at most K" possible configura-
tions of clusters, we can complete the proof of Lemma 19 using the union bound, (59), and
the following lemma whose proof is provided in Appendix H.3.

Lemma 20 There exists a constant C > 0 such that

v'el

P {max Apyr > C’nﬁ} < exp(—np) .
veY

H.3. Proof of Lemma 20

Pick an arbitrary o' € V. We first bound the tail probability of 3 _,, A,,v. Using Lemma 14,
we can replace P with Py. Thus, we have

P {Z Ay > C’nﬁ} <Py {Z Ay > Cnﬁ}

veY veV
(a) n -
< max E, [exp (A Zz:} sz)}
A>0 exp(ACnp)
(b) 2nPmax (e — 1
Y oy O (2npmax(e” — 1))
A>0 exp(ACnp)

where we use the Markov inequality; and 142 < e® and the definition of ¥y for (a) and (b),
respectively. Using the Chernoff bound and the definition of pyayx, it is not hard to check
that there exists a constant c¢; > 0 such that with high probability,

Pmax < €1D -

Hence, we further have

_ exp (2npmax(e)‘ — 1))
P Avv/ 2 C S =
{Z; np} 0 exp(AC'np)

<exp(—np (C —2c1(e —1))) . (60)

From (60) with sufficiently large C' > 2 + 2¢;(e — 1), it follows that

Hv’ € V:ZAW ZC’nﬁH

veY

E < nexp (~2np) |

which implies

IP’{HU'GV:ZAW/ >Cn]5}

veY

> nexp (—nﬁ)} <exp(—np) ,

where we use the Markov inequality. This completes the proof of Lemma 20.
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