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Abstract

Data extracted from microarrays are now considered an important source of knowledge about various diseases. Several studies based on microarray data and the use of receiver operating characteristics (ROC) graphs have compared supervised machine learning approaches. These comparisons are based on classification schemes in which all samples are classified, regardless of the degree of confidence associated with the classification of a particular sample on the basis of a given classifier. In the domain of healthcare, it is safer to refrain from classifying a sample if the confidence assigned to the classification is not high enough, rather than classifying all samples even if confidence is low. We describe an approach in which the performance of different classifiers is compared, with the possibility of rejection, based on several reject areas. Using a tradeoff between accuracy and rejection, we propose the use of accuracy-rejection curves (ARCs) and three types of relationship between ARCs for comparisons of the ARCs of two classifiers. Empirical results based on purely synthetic data, semi-synthetic data (generated from real data obtained from patients) and public microarray data for binary classification problems demonstrate the efficacy of this method.
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1. Introduction

Microarray techniques are becoming increasingly popular, as they provide researchers and doctors with information about the level of gene expression in biological tissue samples. Microarray systems simultaneously measure the levels of mRNA or thousands of genes in a cell mixture, at a given time and in given environmental conditions. Microarrays are used in many fields of medical research. One of the most widespread applications of this technology is for the prediction of a biological parameter from a gene-expression profile. For example, by comparing the expression profiles of different tissue types, it is possible to predict various biological parameters, such as the occurrence of different types of tumors with different outcomes (Alon et al., 1999; Golub et al., 1999; Shipp et al., 2002), survival times after treatment for cancer patients (Kaderali et al., 2006; Temanni et al., 2007), weight loss after a restrictive diet or bariatric surgery, facilitating selection of the most appropriate treatment, as shown by Dudoit et al. (2002); Braga-Neto and Dougherty (2004); Wang et al. (2007). One of the key characteristics of this kind of data is the huge disparity between the number of examples (generally 10 to 100 samples per microarray) and the number of features studied (several thousands of genes). This constitutes a major challenge for classical machine learning algorithms.

A large number of machine learning methods have been successfully applied to microarray classification: diagonal linear discriminant analysis (DLDA), k-nearest neighbors (Dudoit et al., 2002), support vector machines (Furey et al., 2000) and random forests (Breiman, 2001), for example. The performances of these classifiers are measured by the accuracy with which they predict the class of the examples. The true accuracy of the classifiers cannot be calculated, because the feature-label distribution is unknown. We therefore have to rely on estimates of this accuracy. Given the small number of available examples, this estimation is based on re-sampling procedures, such as cross-validation or bootstrapping. The aim is to identify the best classifier for microarray-based classification. Several comparative studies dealing with methods of microarray classification have been published. Man et al. (2004) claimed that the support vector machine (SVM) and partial least squares discriminant analysis (PLS-DA) methods were the most accurate. Dudoit et al. (2002) showed that simple methods, such as DLDA and k-nearest neighbors gave good results, whereas Lee et al. (2005) conclude that the SVM method was superior. The conclusion of Huang et al. (2005) that no one classifier is systematically better than all the others, is probably the most reliable. All these studies were based on comparisons of the accuracy or error rates of classifiers.

In all these previous publications, the classifier gave a prediction for all the samples. However, for practical applications in medicine, it is better for predictions to be made only when they are sufficiently reliable, with no prediction made by the classifier in other cases. In practice, this results in the addition of a "reject" option to the classifiers. If the category to which an example should be classified cannot be predicted reliably, the classifier rejects the observation by not assigning it any of the class labels. The reject option introduced
by Chow (1970) results in decisions not being taken for samples for which confidence is lowest, to reduce the likelihood of error. Friedel et al. (2006) incorporated a reject option into their methods for improving the prediction accuracy of classifiers. They demonstrated that the inclusion of this option considerably increased the prediction accuracy of classifiers. Hanczar and Dougherty (2008) studied classifiers with reject options for use in microarray classification. The performance of classifiers with reject options was found to depend on accuracy and rejection rate. No study comparing classifiers with reject options has yet been published. It is generally assumed that comparisons of classifiers with and without the reject option are equivalent. We tested this assumption and found it to be wrong. We developed a method for comparing the performances of classifiers in terms of their rejection rates, based on accuracy-rejection curves (ARCs). We assume that, for a given item of data, rejection has different impacts on the accuracy of different classifiers, the best classifier also depending on the rejection rate. Our ARC method compares the performances of classifiers by considering different rejection regions, ranging from 0% to 100%, to provide a complete picture of the effects of different rejection rates on the accuracies of the classifiers considered. Our experimental results, obtained with various sets of purely synthetic data, semi-synthetic data and public microarray data, show that the proposed comparison of different classifiers (with a reject option) makes it easier to select the best available classifier for a given set of data under given selection criteria (i.e. desired accuracy and/or acceptable rejection rate). We have identified three types of result in our simulations, two of which disprove the general assumption that the comparison of classifiers with and without reject options is equivalent.

2. Classification with Reject Option

Let us consider a binary classification problem in which each example belongs to one of two categories. The performance of a classifier is measured by its error rate. The classifier minimizing the error is called the Bayes classifier.

If the Bayes classifier is not sufficiently accurate for the task at hand, then a reject option approach can be used. The reject option introduced by Chow (1957) suggests that samples for which a posteriori probabilities are insufficiently high should not be classified, to reduce the likelihood of error. A rejection region is defined in the feature space and all examples within this region are rejected by the classifier. The classifier rejects an example if the prediction is not sufficiently reliable and falls into the rejection region. There is a general relationship between error and rejection rate: according to Chow (1970), the error rate decreases monotonically with increasing rejection rate. Based on this relationship, Chow proposed an optimal error versus rejection tradeoff only if the a posteriori probabilities are exactly known. Unfortunately, in real applications, these probabilities are affected by significant estimate error. In classifiers with a reject option, the key parameters are the thresholds defining the rejection regions. Landgrebe et al. (2006), Dubuisson and Masson. (1993), Hanczar and Dougherty (2008) and others have proposed a number of strategies for defining an optimal rejection rule. In this study, we did not deal with the problem of the optimal tradeoff between error and rejection. We used several different rejection regions
and calculated the resulting accuracies. We varied the size of the rejection region from 0% to 100%, by increments of 0.2%, resulting in the definition of 500 rejection regions. We then plotted the rejection regions against the accuracies obtained.

3. Comparing Classifiers with Reject Options

The performances of classifiers are assessed in terms of the accuracy with which they predict the true class. Several studies (some cited in the introduction) claim that certain classifiers are better than others. All previous comparative studies have been based on the error rates obtained for classifiers, but error rate is not the only measurement that can be used to judge a classifier’s performance. Indeed, classifier performance also depends heavily on the data, as some classifiers (e.g. LDA, SVM-Linear etc.) perform better with linearly separable data than with non-linearly separable data, whereas the reverse is true for others (SVM-Radial, RF etc). Thus, different classifiers have different accuracies for classification of the very same data. With microarray data, it is often difficult to determine the nature of the data (linear, non-linear etc.), and there may even be a mixture of two or more types of data. So, for each classification task, a comparison study should be carried out to identify the best classifier. In cases of classification with a reject option, accuracy also depends on the rejection rate. It seems likely that different rates of rejection have different effects on the performance of different classifiers.

We describe here a method for comparing classifiers with reject options, by presenting the performances of classifiers on two-dimensional accuracy-rejection curves (ARCs).

**Definition 1 (accuracy rejection curve (ARC))** An accuracy rejection curve (ARC) is a function representing the accuracy of a classifier as a function of its rejection rate.

An ARC is therefore produced by plotting the accuracy of a classifier against its rejection rate, varying from 0 to 1 (i.e. 100%). All ARCs have an accuracy of 100% for a rejection rate of 100%, and therefore converge on the point (1, 1). They start from a point (0, a), where a% is the percentage accuracy of the classifier when it does not reject any of the observations.

ARCs are useful in that they make it possible to compare graphically the accuracy of several classifiers as a function of their rejection rates. Let us assume that not all the classifiers respond similarly in different rejection regions for a given task of classification. Some have higher accuracies and lower rates of rejection than others. Based on this assumption, we identified three different types of relationship between the ARCs of two classifiers compared with each other: Type 1 (T1), Type 2 (T2) and Type 3 (T3), as illustrated in Figure 1.

1. **T1 (Crossing-over) ARCs:** If the ARC of one of the classifiers (say Cls1) cuts the ARC of the other classifier (say Cls2), as shown in Figure 1:A, this situation can be described as a "crossing-over" of ARCs. In Figure 1, we have plotted rejection rates on the x-axis and accuracies on the y-axis. Here, due to the crossing-over of the curves, Cls1 outperforms Cls2.
2. \(T2\) (Diverging) ARCs: In diverging ARCs, the ARCs of two classifiers almost overlap at rejection rates at or close to zero. The ARCs separate as the rejection rates increase. For example, in Figure 1:B, at a rejection rate of zero, the ARCs of the classifiers \(Cls_1\) and \(Cls_2\) overlap. The separation of the ARCs increases with increasing rejection rate, making \(Cls_1\) a better classifier than \(Cls_2\) in this example.

3. \(T3\) (Evenly spaced) ARCs: In this case, the distance between the two ARCs is very similar at different rejection rates, as in Figure 1:C.

For the sake of simplicity, we refer to these relationships between ARCs hereafter as \(T1\), \(T2\), and \(T3\).

For selection of the best available classifier by the ARC method, it is necessary to know the desired accuracy, the acceptable rejection rate or both. If the desired accuracy is known, we move horizontally across the ARC plot and select the classifier with the lowest rejection rate. Conversely, if the acceptable rejection rate is known, we select the classifier with the highest prediction accuracy for that rejection rate.

4. Experimentation

We used published real data and two types of data that we generated ourselves: purely synthetic data and semi-synthetic data, which are generated using parameters based on published microarray data for real patients (i.e. (Alon et al., 1999): colon cancer data, (Shipp et al., 2002): lymphoid cancer data, (Golub et al., 1999): acute myeloid leukemia (AML) and acute lymphoblastic leukemia (ALL) data). We will then discuss the experimental design.

4.1 Data

Our experiments are based on three kinds of data:

- Purely synthetic data generated with user-defined parameters and Gaussian models.
4.1.1 Purely Synthetic and Semi-Synthetic Data

Experiments on real microarray data require the use of sampling methods to estimate the error rate and these methods are sometimes inaccurate for small samples, with synthetic data giving more accurate estimates of error (Hanczar et al., 2007). So, before using real microarray data, we used synthetic data sets in our experiments.

We considered two-class classification problems in which each class follows a Gaussian distribution. The classes are equally likely and the class-conditional densities are defined as: \(N(\mu_1; \sigma_1 \sum)\), and \(N(\mu_2; \sigma_2 \sum)\), where \(\mu_1 = (-1, -1, -1, \ldots)\), and \(\mu_2 = (1, 1, 1, \ldots)\). The covariance matrix \(K\) of each class is defined by \(\sigma_i \sum\) where \(\sum\) has a block structure.

Thus each feature is associated with a unique block. The correlation between two features in the same block is \(\rho\), the correlation between two features from different blocks is 0. By varying the parameters of our model, we can construct different kinds of classification.

### Table 1: Parameters for experiments based on purely synthetic data.

<table>
<thead>
<tr>
<th>Classification rule</th>
<th>(R)</th>
<th>Training</th>
<th>No. of Gaussians per class</th>
<th>No. of clusters of features</th>
<th>Rejection region</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA, QDA, SVM-Radial, SVM-Linear, RF</td>
<td>(n_{tr})</td>
<td>(50, 100, 200)</td>
<td>(1, 2)</td>
<td>(1, 2, 4, 5, 10)</td>
<td>(0.002, 0.004, 0.006, \ldots, 100.000)</td>
</tr>
</tbody>
</table>

### Table 2: Parameters for experiments based on semi-synthetic data from public microarray data sets (Alon et al., 1999; Shipp et al., 2002; Golub et al., 1999).

<table>
<thead>
<tr>
<th>Classification rule</th>
<th>(R)</th>
<th>Training</th>
<th>No. of Gaussians per class</th>
<th>Rejection region</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA, QDA, SVM-Radial, SVM-Linear, RF</td>
<td>(n_{tr})</td>
<td>(50, 100, 200)</td>
<td>(1, 2, 5)</td>
<td>(0.002, 0.004, 0.006, \ldots, 100.000)</td>
</tr>
</tbody>
</table>

- Semi-synthetic data generated with parameters estimated from real microarray data, using the expectation-maximization (EM) algorithm for microarray studies (Alon et al., 1999; Shipp et al., 2002; Golub et al., 1999).
- Real microarray data: (Alon et al., 1999; Shipp et al., 2002; van de Vijver, 2002).
problems (linear or non-linear, with or without correlated features). For purely synthetic data, we chose the parameters of the model. Table 1 summarizes the parameters used to generate purely synthetic data. For semi-synthetic data, the parameters of the model were estimated from real microarray data, with the expectation maximization (EM) algorithm. Table 2 summarizes the parameters used to generate semi-synthetic data.

For each classification problem, we generated data with 20 features of interest, or "noise-free" features ($d_{nf}$). In real microarrays most of the genes are irrelevant for the classification task in hand, as shown by Golub et al. (1999); Furey et al. (2000); Zhou and Mao (2005) and Li et al. (2001). So, to make the analysis more realistic, we added 380 irrelevant or noise features ($d_{irrF} = 380$) to synthetic data sets ($D = d_{nf} + d_{irrF}$). A noise feature follows the same Gaussian distribution for the two classes $N(\mu; \sigma)$. The generated data $G_{DATA}$ has $NxD$ dimensions where $N$ is the number of examples and $D$ is the number of features, as defined above.

4.1.2 Real Microarray Data

We also applied this approach to three real microarray datasets. We used the lymphoid cancer data set (Shipp et al., 2002), in which the task was distinguishing patients with lymphoid cancers from non-patients. The dataset contains information for 58 patients and 19 non-patients. We also used the colon cancer dataset (Alon et al., 1999), which contains the genetic profiles of 39 patients with a colon cancer and 23 non-affected patients, and the breast cancer dataset (van de Vijver, 2002) containing 295 patients with breast cancer, 115 belonging of whom have a good prognosis and 180 of whom have a poor prognosis.

By contrast to the situation for purely synthetic and semi-synthetic data, no test set is available for the estimation of classifier performances with real datasets. We therefore carried out 10-fold cross-validation, an iterative procedure in which the data are randomly assigned to $k$ subsets. During the $i$-th iteration, feature selection and model learning are carried out on the $k-1$ subsets not containing the $i$-th subset and the classifier is evaluated on the $i$-th subset. This procedure is then repeated 10 times. The final estimate is the mean of the results of the 100 iterations.

4.2 Experimental Design

For a classification task, we need training and test data for learning and testing purposes. We therefore generated class-labeled training data ($ntr$) and test data ($nts$).

The $ntr$ contains 50, 100 or 200 samples with $D = d_{nf} + d_{irrF}$ features and $nts$ is a $Dx10,000$ matrix where 10,000 is the sample size for the test data. Most of the features of a microarray are generally irrelevant. The irrelevant features are eliminated by feature selection (Guyon and Elisseeff, 2003; Li et al., 2006). As explained above, we rendered the purely synthetic and semi-synthetic data more like real microarray data (in which we encounter noise), by introducing noise ($d_{irrF}$) during the data generation process. Our purely
synthetic and semi-synthetic data were therefore very much like real microarray data. We then carried out feature selection, based on t-test statistics, and reduced the number of dimensions of the \textit{nts} and \textit{ntr} by selecting 20 relevant features. The \textit{ntr} was then used to train each of the classifiers, SVM-Radial, SVM-Linear, LDA, QDA and RF. Once the training process had been completed, we assessed the performances of the trained models with the \textit{nts}. The \textit{a posteriori} probabilities were obtained and used as the outcome. These \textit{a posteriori} probabilities were then used to calculate accuracy as a function of rejection rate. The range of \textit{a posteriori} probabilities (from 0 to 1) was subdivided into 500 rejection regions. This process was repeated 100 times to obtain the final mean ARCs.

For real microarray data, we used 10-fold cross-validation, repeated 10 times to obtain a mean ARCs. During the feature selection process, we selected 10%, 50, 100 and 200 relevant genes for the experiments.

5. Results for the Purely Synthetic and Semi-Synthetic Datasets

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{accuracy_rejection_curves.png}
\caption{Accuracy-rejection curves with linear, non-correlated data, with 1 Gaussian distribution per class, a training set of 50 examples and a test set of 10,000 examples.}
\end{figure}

This section focuses on the results of experiments in which we used purely synthetic and semi-synthetic data. The experiments on synthetic data gave very accurate estimates of error and rejection rates, due to large numbers of training and test samples (Hanczar et al., 2007).

In each of the figures below, we have plotted mean rejection rate against mean accuracy for all the classification rules (as listed in Table:1 & 2) and for one of the data sets. We present some typical results. In the plots, solid lines show the ARC of SVM with a radial
Figure 3: Accuracy-rejection curves for non-linear, correlated data with 1 Gaussian distribution per class, a training data set of 100 examples and a test data set of 10,000 examples.

In Figure 2, SVM-Radial without rejection (0% rejection) has an accuracy of about 87% and RF without rejection (0% rejection) has an accuracy of 85%. If a 50% rejection rate is selected, RF becomes a better classifier than SVM-Radial. Interestingly, in Figure 2, with a rejection rate of 45%, LDA and SVM-Linear have similar accuracies. However, at rejection rates greater than 45%, LDA outperforms SVM-Linear. At a rejection rate of zero, LDA and SVM-Linear have almost identical accuracies. At rejection rates between about 3% and 45%, SVM-Linear performs better than LDA.

Figure 3 shows the similar accuracy of LDA and SVM-Linear from 0% to 18% rejection. However, from a rejection rate of 19% onwards, SVM-Linear outperforms LDA.

A comparison of LDA and SVM-Radial (Figure 4) showed that the ARCs crossed over, indicating that LDA outperformed SVM-Radial. In addition, an evaluation of the performances of QDA and SVM-Radial showed that, QDA outperformed SVM-Radial if there was a reject option.
6. Results for Public Microarray Data-sets

We used breast cancer data (van de Vijver, 2002), lymphoid cancer data (Shipp et al., 2002), colon cancer data (Alon et al., 1999) as real microarray data-sets. We used 10-fold cross-
validation, repeated 10 times, for these experiments. We used 10x10-fold cross-validation because only a few samples are available in real datasets. We also had to subdivide these samples into training and test data sets, further reducing the size of the dataset used for training. This problem is usually overcome by 10x10-fold cross-validation (i.e., 10-fold cross-validation carried out 10 times, with different random data partitions). Hence, each curve presented here is the mean of the 100 curves produced during this 10x10-fold cross-validation process.

Figure 6 shows the ARCs generated from lymphoid cancer data (Shipp et al., 2002). Four T1 type relationships were identified between the ARCs of different classifiers. For example, crossing-over of the ARCs of LDA & SVM-Radial resulted in LDA outperforming SVM-Radial. LDA also outperformed SVM-Linear due to crossing over of their ARCs. There is also a T2 type relationship between SVM-Radial & RF.

Figure 6 shows the ARCs for the breast cancer data-set (van de Vijver, 2002). In this figure, RF and SVM-Radial generate almost overlapping ARCs. At rejection rates above 20%, these two ARCs separate to form a T2 type ARC relationship. Moreover, comparison of the ARCs for SVM-Radial and SVM-Linear shows a similar T2 type relationship, but with no overlap. Instead, the two ARCs are separated from the outset, diverging further at rejection rates above 30%. Similar relationships are also observed between RF and SVM-Linear, RF and LDA and SVM-Radial and LDA. By contrast, there is a T3 type relationship between LDA and SVM-Linear.
Figure 7: Accuracy-rejection curves based on colon cancer microarray data (Alon et al., 1999).

Figure:7 shows the ARCs obtained for the colon cancer data (Alon et al., 1999). Crossovers (T1) are observed between the ARCs of LDA and SVM-Radial, LDA and SVM-Linear, LDA and RF, SVM-Linear and SVM-Radial and between RF and SVM-Linear.

7. Discussion

All the results obtained indicate that accuracy increases with increasing rejection rate. However, the classification rules tested here did not respond identically to the incorporation of a reject option. The results illustrated in the figures above are interesting because they show that different classification rules respond differently at different rejection rates. In our study, some classification rules displayed a more rapid response, resulting in more accurate classification. The empirical results show that in most cases, one or more classification rules outperform the others.

All three types of relationship between ARCs proposed in the section Comparing Classifiers with Reject Options were observed. The identification of these different types of relationship is useful in several ways. First, when trying to select the most suitable classifier for a classification problem, if T1 curves are available, then the classifier outperforming the others should be preferred. Second, if T2 curves are obtained, the desired rejection limit should be chosen and the classifier performing best at the desired rejection rate should then be used. Third, if T3 curves are obtained, then, at a given rejection rate, the classifier with the best performance for the specific dataset on which the comparison was made should be used. In Tables 3 and 4, we summarize all 90 experiments based on these curve relationship
Table 3: Summary of curves obtained in experiments based on purely synthetic data, where $T_1$, $T_2$, and $T_3$ are cases illustrated in Figure 1.

<table>
<thead>
<tr>
<th>Block size</th>
<th>Training Samples</th>
<th>No. of Gaussian distributions</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\sigma_1 = \sigma_2$</td>
<td>$\sigma_2 = \sigma_1/2$</td>
<td>$\sigma_1 = \sigma_2$</td>
</tr>
<tr>
<td>1</td>
<td>50</td>
<td>$T_1$ $T_2$ $T_3$ $T_2$ $T_2$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>$T_1$ $T_2$ $T_2$ $T_1$ $T_2$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>$T_1$ $T_2$ $T_2$ $T_1$ $T_2$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>$T_1$ $T_2$ $T_2$ $T_3$ $T_2$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>$T_1$ $T_2$ $T_2$ $T_1$ $T_2$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>$T_1$ $T_2$ $T_2$ $T_1$ $T_2$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
</tr>
<tr>
<td>4</td>
<td>50</td>
<td>$T_1$ $T_2$ $T_1$ $T_2$ $T_1$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>$T_1$ $T_2$ $T_2$ $T_1$ $T_2$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>$T_1$ $T_2$ $T_2$ $T_1$ $T_2$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>$T_1$ $T_2$ $T_2$ $T_1$ $T_2$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>$T_1$ $T_2$ $T_2$ $T_1$ $T_2$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>$T_1$ $T_2$ $T_2$ $T_1$ $T_2$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>$T_2$ $T_2$ $T_1$ $T_3$ $T_1$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>$T_1$ $T_2$ $T_2$ $T_1$ $T_2$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>$T_1$ $T_2$ $T_2$ $T_1$ $T_2$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
</tr>
<tr>
<td>No Block</td>
<td>50</td>
<td>$T_1$ $T_2$ $T_2$ $T_3$ $T_2$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
</tr>
<tr>
<td>(Non-Correl)</td>
<td>100</td>
<td>$T_3$ $T_2$ $T_1$ $T_2$ $T_1$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>$T_2$ $T_3$ $T_2$ $T_2$ $T_1$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
<td>$T_2$ $T_2$ $T_1$ $T_1$</td>
</tr>
</tbody>
</table>

Table 4: Curves obtained in experiments based on data generated from real microarray data.

<table>
<thead>
<tr>
<th>Data</th>
<th>Training Samples</th>
<th>No. of Gaussians</th>
<th>1</th>
<th>2</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Golub</td>
<td>100</td>
<td>$T_3$ $T_3$ $T_3$</td>
<td>$T_3$</td>
<td>$T_3$</td>
<td>$T_3$</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>$T_2$ $T_3$ $T_3$</td>
<td>$T_3$</td>
<td>$T_3$</td>
<td>$T_3$</td>
</tr>
<tr>
<td>Alon</td>
<td>100</td>
<td>$T_2$ $T_2$ $T_1$</td>
<td>$T_1$</td>
<td>$T_1$</td>
<td>$T_1$</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>$T_1$ $T_2$ $T_3$</td>
<td>$T_1$</td>
<td>$T_1$</td>
<td>$T_1$</td>
</tr>
<tr>
<td>Shipp</td>
<td>100</td>
<td>$T_3$ $T_3$ $T_3$</td>
<td>$T_3$</td>
<td>*xxx</td>
<td>*xxx</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>$T_3$ $T_3$ $T_3$</td>
<td>$T_3$</td>
<td>*xxx</td>
<td>*xxx</td>
</tr>
</tbody>
</table>

*xxx = No results available.
In experiments with only purely synthetic data, we observed, 72 experiments, that one or more of the classifiers outperformed the others in 40 instances (crossing over of the curves, category $T_1$). There were also 59 situations in which, with or without rejection, two or more classifiers performed almost identically. However, as the rate of rejection increased, one of these classifiers improved in prediction accuracy more rapidly than the other (category $T_2$). $T_3$ curves were observed in only 12 cases.

In total of 90 experiments, one or more classifiers outperformed the others in 43 instances ($T_1$ curves). We also obtained 64 $T_2$ curves. The presence of larger numbers of $T_2$ and $T_1$ curves indicates that reject options are very advantageous in comparisons of classifiers, with the reject option generally leading to more optimal classifier selection. The 22 $T_3$ curves indicate that rejection may sometimes have almost identical effects on the performances of classifiers, with no significant difference in performance found between the two classifiers concerned.

Empirical results based on purely synthetic, semi-synthetic and real microarray data demonstrate that the use of ARCs to compare classifiers with reject options is effective and simple. This approach could clearly facilitate the selection of more accurate classifiers.

8. Conclusion and Future Work

In this study, we have introduced the concept of accuracy-rejection curves (ARCs) for accurate representation of the performance of classifiers with reject options. We have identified three different types of relationship that may occur when ARCs are used to compare two classifiers. All three types ($T_1$, $T_2$ and $T_3$) were observed in our empirical results.

We compared classifiers in a large number of experiments based on synthetic data, with 500 different rejection regions, ranging from 0.2% to 100% rejection. We used different parameter settings for purely synthetic data, to construct different kinds of classification problems (linear and non-linear, correlated and non-correlated features, with training sets). For synthetic data generated from data for real patients, the parameters of the model were determined from the real data. The large number of $T_1$ and $T_2$ relationships observed demonstrate the utility of using ARCs to compare the performances of different classifiers. The small number of type relationships observed shows that, although the inclusion of a reject option may result in no significant change in the performance of a classifier, this situation corresponded to a minority of the cases studied.

Many further studies on ARCs are possible, concerning, for example, a cost-benefit analysis of ARCs and studies of their usefulness in classifier comparison. This is an important area of investigation, because the costs of incorrect classification and rejection may be high. Moreover, the concept of the area under the curve (AUC) has proved useful in analyses of ROC curves. The area under the accuracy-rejection curve the AU-ARC, may prove simi-
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larly useful.

In addition, for microarrays with very small sample sizes, the behavior of ARCs with bagging and boosting ought to be studied. In this study, we considered three possible types of behavior of pairs of ARCs. Certain refinements of this typology may be potentially useful. Furthermore, when comparing the performances of classifiers, the maximum rejection rate that may be considered acceptable remains to be determined. Moreover, it remains unclear how to obtain an optimal rejection area. Further investigations are required to address these issues.
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