1 Network architectures

Default network architecture consists of:

- Convolutional layer with 16 8x8 kernels of stride 4
- ReLU
- Convolutional layer with 32 4x4 kernels of stride 2
- ReLU
- Linear layer with 256 neurons
- ReLU
- Concatenation with one hot encoded last action and last reward
- LSTM core with 256 hidden units
  - Linear layer projecting onto policy logits, followed by softmax
  - Linear layer projecting onto baseline

Depending on the experiment, some elements are shared and/or replaced as described in the text.

2 PBT (Jaderberg et al., 2017) details

In all experiments PBT controls adaptation of three hyperparameters: $\alpha$, learning rate and entropy cost regularisation. We use populations of size 10.

The explore operator for learning rate and entropy regularisation is the permutation operator, which randomly multiplies the corresponding value by $\frac{1}{2}$ or $\frac{1}{4}$. For $\alpha$ it is an adder operator, which randomly adds or subtracts 0.05 and truncates result to $[0, 1]$ interval. Exploration is executed with probability 25% independently each time worker is ready.

Worker is deemed ready to undergo adaptation each 300 episodes.

We use T-Test with p-value threshold of 5% to answer the question whether given performance is significantly better than the other, applied to averaged last 30 episodes returns.

Initial distributions of hyperparameters are as follows:

- learning rate: loguniform(1e-5, 1e-3)
- entropy cost: loguniform(1e-4, 1e-2)
- alpha: loguniform(1e-3, 1e-2)

2.1 Single task experiments

The eval function uses $\pi_{mm}$ rewards.

2.2 Multi task experiments

The eval function uses $\pi_{mt}$ rewards, which requires a separate evaluation worker per learner.

3 M&M details

$\lambda$ for action space experiments is set to 1.0, and for agent core and multitask to 100.0. In all experiments we allow backpropagation through both policies, so that teacher is also regularised towards student (and thus does not diverge too quickly), which is similar to Distral work.

While in principle we could also transfer knowledge between value functions, we did not find it especially helpful empirically, and since it introduces additional weight to be adjusted, we have not used it in the reported experiments.

4 IMPALA (Espeholt et al., 2018) details

We use 100 CPU actors per one learner. Each learner is trained with a single K80 GPU card. We use vtrace correction with truncation as described in the original paper.

Agents are trained with a fixed unroll of 100 steps. Optimisation is performed using RMSProp with decay of 0.99,
epsilon of 0.1. Discounting factor is set to 0.99, baseline fitting cost is 0.5, rewards are clipped at 1. Action repeat is set to 4.

5 Environments

We ran DM Lab using 96 × 72 × 3 RGB observations, at 60 fps.

5.1 Explore Object Locations Small

The task is to find all apples (each giving 1 point) in the procedurally generated maze, where each episode has different maze, apples locations as well as visual theme. Collecting all apples resets environment.

5.2 Nav Maze Static 01/02

Nav Maze Static 01 is a fixed geometry maze with apples (worth 1 point) and one calabash (worth 10 points, getting which resets environment). Agent spawns in random location, but walls, theme and objects positions are held constant.

The only difference for Nav Maze Static 02 is that it is significantly bigger.

5.3 LaserTag Horseshoe Color

Laser tag level against 6 built-in bots in a wide horseshoe shaped room. There are 5 Orb Gadgets and 2 Disc Gadgets located in the middle of the room, which can be picked up and used for more efficient tagging of opponents.

5.4 LaserTag Chasm

Laser tag level in a square room with Beam Gadgets, Shield Pickups (50 health) and Overshield Pickups (50 armor) hanging above a tagging floor (chasm) splitting room in half. Jumping is required to reach the items. Falling into the chasm causes the agent to lose 1 point. There are 4 built-in bots.

6 Proofs

First let us recall the loss of interest

\[
L_{mm}(\theta) = \frac{1 - \alpha}{|S|} \sum_{s \in S} \sum_{t=1}^{|s|} D_{KL}(\pi_1(\cdot | s_t) \parallel \pi_2(\cdot | s_t)),
\]

where each \( s \in S \) come from \( \pi_{mm} = (1 - \alpha)\pi_1 + \alpha\pi_2 \).

**Proposition 1.** Let assume we are given a set of \( N \) trajectories from some predefined mix \( \pi_{mm} = (1 - \alpha)\pi_1 + \alpha\pi_2 \) for any fixed \( \alpha \in (0, 1) \) and a big enough neural network with softmax output layer as \( \pi_2 \). Then in the limit as \( N \rightarrow \infty \), the minimisation of Eq. 1 converges to \( \pi_1 \) if the optimiser used is globally convergent when minimising cross entropy over a finite dataset.

**Proof.** For \( D_N \) denoting set of \( N \) sampled trajectories over state space \( S \) let as denote by \( \hat{S}_N \) the set of all states in \( D_N \), meaning that \( \hat{S}_N = \cup D_N \). Since \( \pi_2 \) is a softmax based policy, it assigns non-zero probability to all actions in every state. Consequently also \( \pi_{mm} \) does that as \( \alpha \in (0, 1) \). Thus we have

\[
\lim_{N \rightarrow \infty} \hat{S}_N = S.
\]

Due to following the mixture policy, actual dataset \( D_N \) gathered can consist of multiple replicas of each element in \( S \), in different proportions that one would achieve when following \( \pi_1 \). Note, note however that if we use optimiser which is capable of minimising the cross entropy over finite dataset, it can also minimise loss (1) over \( D_N \) thus in particular over \( S_N \) which is its strict subset. Since the network...
is big enough, it means that it will converge to 0 training error:
\[
\forall s \in S, \lim_{t \to \infty} D_{KL}(\pi_1(a|s)\|\pi_2(a|s, \theta_t)) = 0
\]
where \(\theta_t\) is the solution of \(t\)th iteration of the optimiser used. Connecting the two above we get that in the limit of \(N\) and \(t\)
\[
\forall s \in S D_{KL}(\pi_1(a|s_t)||\pi_2(a|s_t, \theta_t)) = 0 \iff \pi_1 = \pi_2.
\]

While the global convergence might sound like a very strong property, it holds for example when both teacher and student policies are linear. In general for deep networks it is hypothesised that if they are big enough, and well initialised, they do converge to arbitrarily small training error even if trained with a simple gradient descent, thus the above proposition is not too restrictive for Deep RL.

7 On \(\alpha\) based scaling of knowledge transfer loss

Let as take a closer look at the proposed loss
\[
\ell_{mm}(\theta) = (1 - \alpha)D_{KL}(\pi_1(\cdot|s)||\pi_2(\cdot|s)) = (1 - \alpha)H(\pi_1(\cdot|s)||\pi_2(\cdot|s)) - (1 - \alpha)H(\pi_1(\cdot|s))
\]
and more specifically at \(1 - \alpha\) factor. The intuitive justification for this quantity is that it leads to \(D_{KL}\) gradually disappearing as M&M agent is switching to the final agent. However, one can provide another explanation. Let us instead consider divergence between mixed policy and the target policy (which also has the property of being 0 once agent switches):
\[
\hat{\ell}_{mm}(\theta) = D_{KL}(\pi_{mm}(\cdot|s)||\pi_2(\cdot|s)) = H(\pi_{mm}(\cdot|s)||\pi_2(\cdot|s)) - H(\pi_{mm}(\cdot|s)) = H((1 - \alpha)\pi_1(\cdot|s) + \alpha \pi_2(\cdot|s)||\pi_2(\cdot|s)) - H(\pi_{mm}(\cdot|s))
\]
\[
= H((1 - \alpha)\pi_1(\cdot|s) + \alpha \pi_2(\cdot|s)) - H(\pi_{mm}(\cdot|s)) - \alpha H(\pi_2(\cdot|s))
\]
\[
= (1 - \alpha)H(\pi_1(\cdot|s)||\pi_2(\cdot|s)) - H(\pi_{mm}(\cdot|s)) - \alpha H(\pi_2(\cdot|s))
\]
One can notice, that there are two factors of both losses, one being a cross entropy between \(\pi_1\) and \(\pi_2\) and the other being a form of entropy regularisers. Furthermore, these two losses differ only wrt. regularisations:
\[
\ell_{mm}(\theta) - \hat{\ell}_{mm}(\theta) = -(1 - \alpha)H(\pi_1(\cdot|s)) + H(\pi_{mm}(\cdot|s)) - \alpha H(\pi_2(\cdot|s)) = H(\pi_{mm}(\cdot|s)) - (\alpha H(\pi_2(\cdot|s) + (1 - \alpha)H(\pi_1(\cdot|s)))
\]
but since entropy is concave, this quantity is non-negative, meaning that
\[
\ell_{mm}(\theta) \geq \hat{\ell}_{mm}(\theta)
\]
therefore
\[
-(1 - \alpha)H(\pi_{mm}(\cdot|s)) \geq -(H(\pi_{mm}(\cdot|s)) - \alpha H(\pi_2(\cdot|s))
\]
Thus the proposed scheme is almost equivalent to minimising KL between mixed policy and \(\pi_2\) but simply with more severe regularisation factor (and thus it is the upper bound of the \(\ell_{mm}\).

Further research and experiments need to be performed to assess quantitative differences between these costs though. In preliminary experiments we ran, the difference was hard to quantify – both methods behaved similarly well.

8 On knowledge transfer loss

Through this paper we focused on using Kulback-Leibler Divergence for knowledge transfer \(D_{KL}(p||q) = H(p, q) - H(p)\). For many distillation related methods, it is actually equivalent to minimising cross entropy (as \(p\) is constant), in M&M case the situation is more complex. When both \(p\) and \(q\) are learning \(D_{KL}\) provides a two-way effect – from one perspective \(q\) is pulled towards \(p\) and on the other \(p\) is mode seeking towards \(q\) while at the same time being pushed towards uniform distribution (entropy maximisation). This has two effects, first, it makes it harder for the teacher to get too ahead of the student (similarly to (Teh et al., 2017; Zhang et al., 2017)); second, additional entropy term makes it expensive to keep using teacher, and so switching is preferred.

Another element which has not been covered in depth in this paper is possibility of deep distillation. Apart from matching policies one could include inner activation matching (Parisotto et al., 2016), which could be beneficial for deeper models which do not share modules. Furthermore, for speeding up convergence of distillation one could use Sobolev Training (Czarnecki et al., 2017) and match both policy and its Jacobian matrix. Since policy matching was enough for current experiments, none of these methods has been used in this paper, however for much bigger models and more complex domains it might be the necessity as M&M depends on ability to rapidly transfer knowledge between agents.
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